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Abstract. Assuming minimal background in algebra and topology, we give a proof that for a domain A, the stalk of the

structure sheaf of the affine scheme Spec(A) at a point P is AP . While being more accessible than the standard proof,

the proof that is given here leaves few or no ambiguities or questions concerning the foundations of mathematics. Such

ambiguities arise inevitably in the standard proof which considers, more generally, A to be an arbitrary commutative

ring with 1. An appendix surveys some of the history involving such ambiguities in the mathematical and philosophical

literature of the past 100 years.
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1 Introduction

All rings considered here are assumed to be associative and unital; except in Appendix II and in
comments about Appendix II in this Introduction, all rings are also considered to be commutative.
All inclusions of rings, ring extensions, subrings, algebras and ring/algebra homomorphisms will be
assumed unital. Proper inclusions will be denoted by ⊂. In connection with any commutative ring A,
we will use the following standard notation: U(A) denotes the set of units of A; Spec(A) denotes the
set of all prime ideals of A; and if c ∈ A, then Ac denotes the localization of A at the multiplicatively
closed set generated by c (that is, at {cn | n ≥ 0}, where c0 := 1). It will be convenient to refer to a
(commutative) integral domain as a domain.

Let A be a ring and let X = Spec(A) endowed with the Zariski topology. Recall that a basic open
set in that topology is of the form Xa (more often nowadays denoted by D(a)), which for any element
a ∈ A, is defined by

Xa := {P ∈ X | a < P }.

Now, let P be a point of the topological space X (that is, let P be a prime ideal of A). For more than 60
years, the fundamental fact that has allowed objects isomorphic to X (along with certain morphisms
in some category) to constitute the affine foundations of modern algebraic geometry is that X can be
given the structure of a local ringed space whose structure sheaf has its stalk at the point P given by
the direct limit

lim−−→
P ∈Xa

Aa = lim−−→
a∈A\P

Aa

which is canonically isomorphic to AP (as A-algebras).
The isomorphism that was just mentioned presents challenges in virtually every classroom where

it is taught. (The same can be said of the implicit assumption in the preceding paragraph that student
readers are familiar with terms such as “local ringed space", “structure sheaf", “stalk" and “direct
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limit".) The challenges to the students can be overwhelming. In Appendix I, I list 31 specific ques-
tions that can arise (and, in my experience, have often arisen) when an instructor presents a proof
of the above isomorphism verbatim as it had been given in a well-respected, time-honored textbook.
These questions are part of a blizzard of queries that many students (and their teachers) encounter
when trying to understand the standard proof of the above isomorphism for the general context
that was given above. The reality of the situation is that, except for the unusual class populated by
students whose undergraduate studies included much of what most universities consider graduate-
level material, the typical student in a beginning graduate-level course on modern algebraic geome-
try is simply not ready for a presentation emulating the austere sophistication of Grothendieck and
Dieudonné (as in [15]). Put simply, in my experience, many students in such a course simply do not
have the background to appreciate (that is, to understand) the above isomorphism in the generality
that I have stated it. For instance, those students may not yet have heard of the notions of a direct
limit or a sheaf (or the stalk of a sheaf or the “germ" of a function at a point). Most instructors
should probably not simply assume that their students have already taken some relevant courses
on subjects such as algebraic topology or differential geometry or high-dimensional real or complex
analysis. Bearing in mind that in any lecture or conversation, a teacher should expect their audience
to be able to carry away at most two or three of the most salient facts from that interaction, the fol-
lowing question naturally arises in the mind of someone planning to teach the above isomorphism.
(I am now addressing some of the challenges that instructors must decide how to face.) How should
a teacher (dare I say/insert, “best") first acquaint students with the just-mentioned isomorphism if
those students have (essentially only) the following mathematical background: apart from fields (and
possibly polynomial rings), the only rings that they have studied are domains; they are comfortable
with fractions in the context of a fixed quotient field of a domain; they are familiar with prime ideals
in the context of Z (perhaps also in the context of polynomial rings in one indeterminate over a field,
perhaps more generally in the context of Euclidean domains, perhaps more generally in the context
of principal ideal domains) and they have seen the definition of a prime ideal for some class of do-
mains broader than the singleton set {Z}? In short, while students in such a course have had some
exposure to point-set topology (also known as general topology), it is often the case they have not
studied algebraic topology or graduate-level analysis (so, to repeat, they typically have no knowledge
of topics such as sheaves, direct limits, inverse limits, germs of functions, etc.).

Section 2 contains my suggested answer to the above question of how an instructor should/could/may
best plan their first presentation of the isomorphism lim−−→P ∈Xa

Aa � AP . That answer has worked well

in classes populated with a majority of students having the kind of background described in the
preceding paragraph. The detailed approach in Section 2 is occasionally presented in an informal,
conversational style, somewhat as one may expect from time to time during a lecture, and readers
should feel free to alter that specific content in accordance with their teaching style (and the compo-
sition and the perceived needs of their audience). As mentioned above, Appendix I mentions some
of the ambiguities that can distract students who are trying to understand the standard proof for
the general context. In my opinion, the proof in Section 2 avoids essentially all of those ambiguities.
Of course, those ambiguities must be addressed at some time, but let us remember that “sufficient
unto the moment is the complexity thereof". That maxim which I just “recalled" (honestly, I really
just invented it) is part of the time-honored “cyclic method" approach to learning which we have
all experienced and which most good teachers instinctively use in teaching most classes. Among
teachers of calculus and analysis, there is general agreement that one should first learn about lim-
its, continuity and ε-δ arguments for real-valued functions of one real variable, then cycle back to a
deeper study (with teachers expecting deeper understanding from students) of these topics in subse-
quent courses (for instance, on advanced calculus) while studying real-valued functions of “several"
(finitely many real) variables, and only then cycle back to yet deeper studies of these topics in a va-
riety of courses (on subjects such as complex variables, metric spaces, differentiable manifolds, etc.).
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Similarly, among teachers of topology, there is general agreement that students should have some
of the just-mentioned experience before being placed into a course on point-set topology (or some
deeper topic). There was a time, essentially when Birkhoff and MacLane wrote their 1941 text in-
troducing the axiomatic “modern algebra" movement from Europe to an English-reading audience
in North America, that algebraists were similarly devoted to the cyclic method of teaching. Indeed,
even in the 1953 revised edition of their textbook, Birkhoff and Mac Lane scarcely speak of “rings",
while emphasizing instead the study of Z and integral domains. When and why, I must earnestly
ask, did teachers of algebra decide to emphasize almost-maximal generality in beginning courses?
You may protest and say that some textbooks on abstract algebra nowadays still adopt a “domains
first" approach – and you would be correct to assert that. But, now that we seem to have agreed on
the usefulness and appropriateness of such an approach, why should we not also agree that there
should be a time and place to implement it at the beginning of a course on modern algebraic geome-
try? How, a busy and harried teacher may well ask, can I do that –where should I look for advice on
how to do that? I humbly suggest that Section 2 gives what is at least a start to the answer to such
honorable questions.

Two other appendices should be mentioned here. In my experience while doing research on do-
mains, I have encountered a significant number of workers in the field whose work avoids using any
categorical or homological methods or references. In several cases, I have found these workers to
be very intelligent and inspiringly creative, especially in constructing elaborate examples, but often
without their being aware of some useful methods to generalize such constructions or their con-
texts. Sometimes, workers of this kind prefer ideal-theoretic, rather than module-theoretic, meth-
ods. Sometimes, they prefer their “domains" to be rngs (that is “domains which need not have a
multiplicative identity"). Because I believe that workers such as these could offer more to the math-
ematical mainstream by adopting module-theoretic methods and the appropriateness of assuming
that domains should have a multiplicative identity, I have written Appendix II. As I believe that “De
gustibus non est disputandum," I cannot hope to prove that the just-mentioned colleagues have mis-
placed priorities or values. I can only hope that Appendix II will give food for thought to many. If any
reader feels that my comments in this paragraph have insulted you or your mathematical heritage,
please accept my sincere apology. My intent is honorable, even if you may conclude that my actual
efforts have been clumsy or unseemly. The path to self-improvement can be strewn with reversals,
misunderstanding and suspicion. I mean well and I wish you well.

Finally, let me say a few words about Appendix III. This has to do with a theme that underlies
many of the above-mentioned 31 questions that often arise when students are shown the traditional
proof that lim−−→P ∈Xa

Aa � AP . For more than 100 years, serious scholars of (meta)mathematics have

striven to find an appropriate universe of discourse and to understand how to arrange and access the
objects of that universe. Many working algebraists are familiar with some of the history involving the
Axiom of Choice and the Well-Ordering Principle, but I would expect that few readers of this article
know much about Hilbert’s attempt in 1923 to sidestep such topics by introducing what he called the
operators ε and τ . I would also not expect that many readers would know that there is, to this day,
ongoing research extending Hilbert’s work and forming a school of “epsilontic calculus?. Appendix
III gives a brief account of some current work of that school of thought, along with contributions due
to Hilbert, Bourbaki and Grothendieck in regard to what I have described as “the above-mentioned
ambiguities".

As usual, |U | denotes the cardinal number of a set U . Any unexplained material is standard, as in
[4], [12], [16].
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2 A proof for integral domains

Good day, students. Today, you will begin to understand what is perhaps the most important isomor-
phism at the heart of the “local" aspects of modern algebraic geometry. As you have often heard me
say, this material, although it will be new to almost all of you, is being brought to you by the people
who arranged the curricula for your earlier studies. So, in order to anticipate at least a part of what
you should expect, let us begin with a special case, a very familiar context, where A is a (commu-
tative unital integral) domain with quotient field K . As you know, K = {c/d | c ∈ A and 0 , d ∈ A}.
Recall that K is really a ring of fractions AA\0. So, the elements of K are really equivalence classes.
But, since domains do not have any interesting zero divisors, the underlying equivalence relation is
especially simple, namely: if c1,d1, c2,d2 ∈ Awith both d1 and d2 being nonzero, then (c1,d1) is equiv-
alent to (c2,d2) if and only if c1d2 = c2d1 in A (in which case, we have the same equivalence classes,
c1/d1 = c2/d2). Now – and this is important if today’s special case is going to be easily understood
– I am going to ask you to forget about thinking of these fractions as equivalence classes. After all,
you have been working with fractions (albeit, of integers) since elementary school. And I believe that
you are very comfortable in working with them, without having to worry about where such fractions
may “live". Inside that “home" where they live – which is the quotient field K that we fixed above –
we will establish the kind of isomorphism that we want by building a special kind of union, called a
directed union, of certain rings of fractions that are each subsets of that “home", K . In a later class,
you will learn that when A is only a commutative ring, it is not so intuitively easy to understand
where the various relevant rings of fractions live and the directed unions that we will see today will
be generalized to “direct limit" processes by which these rings are somehow combined. Suffice it to
say here that understanding direct limits will require you to do some additional foundational work.
But, fortunately, none of that additional work will be necessary here today, where all of our rings of
interest will be domains.

So, we’re back to considering a domain A with quotient field K . Can you think of a way to build
K as a union of some interesting rings that contain A? No? Well, let me suggest trying the rings
of the form Aa. Recall that if 0 , a ∈ A, then Aa := {c/an ∈ K | c ∈ A, n ≥ 1}. Isn’t it clear that
A ⊆ Aa ⊆ K for all such a, and also that ∪0,a∈AAa = K? Yes? Yes! Good! What? Oh, you’d like to
see an example. Sure! Let’s consider A := Z, so K := Q, and let’s take a := 2. Then in this example,
Aa = Z2 = {c/2n ∈Q | c ∈ Z, n ≥ 1}. And in this example, 3/4 ∈ Aa but 4/3 < Aa. Is that all clear now?
Good! Let’s move on.

It would be nice if the “building blocks" Aa were all “comparable", in the sense that whenever a1
and a2 are nonzero elements of the domain A, then either Aa1

⊆ Aa2
or Aa2

⊆ Aa1
. If that happens,

then the set of the rings Aa is linearly ordered (some people call that sort of thing “totally ordered")
and the building blocks would “line up" neatly. What a terrific way that would be to visualize K! Un-
fortunately, most familiar domains do not have those building blocks line up linearly. For instance,
if A = Z, then A2 and A3 are not comparable, since 3/2 ∈ A2 \ A3 and 2/3 ∈ A3 \ A2. But, for any
domain A, the union of the building blocks is an example of what is called a “directed union", in the
following sense: if a1 and a2 are any nonzero elements of A, there there exists some nonzero element
a ∈ A such that Aa1

⊆ Aa and Aa2
⊆ Aa. Can anyone suggest how to find such an element a? What?

Yes, taking a := a1a2 does work. Thank you for that input. Do you all see why both Aa1
and Aa2

are
contained in Aa1a2

? Some of you are shaking your heads. Well, please consider this: if c ∈ A and n ≥ 1,
then c/an1 = can2/(a1a2)n. Right? Good – you’re all nodding your heads. Isn’t it great when we can use
some old familiar algebra, even arithmetic, to validate a conjecture? Well, I’m glad that you’re still
with me.

Let’s summarize what we’ve done so far. If A is a domain with quotient field K , then K is the
directed union of the domains of the form Aa as a runs through the set A \ {0}. More formally,
K = ∪a∈A\0Aa. Let’s spend some time explaining what it means for that index set to be “directed".
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Most folks agree that a set I , equipped with a binary relation ≤ on I , is called a directed set if the
following three conditions hold: ≤ is reflexive (you know that this means that i ≤ i for all i ∈ I); ≤
is transitive (you know that this means that if i, j,k ∈ I satisfy i ≤ j and j ≤ k, then i ≤ k); and ≤ is
directed (for most of you, this may be a new concept: this means that if i, j ∈ I , then there exists
k ∈ I such that i ≤ j and j ≤ k). Isn’t it clear that we have shown that K is a directed union of the
domains Aa where 0 , a ∈ A. What’s that? Oh, you want to know how to define the relation ≤ in this
case, right? Well, as in most cases involving sets with enriched structures (some people call these
“concrete categories"), the relevant relation is either inclusion or reverse inclusion. These two kinds
of relations are often directed because, if U and V are subsets of W , then U ∩V is a subset of both
U and V , while both U and V are subsets of U ∪V . Of course, the theory of an a enriched structure
is often richer than set theory, since U ∩ V and/or U ∪ V may not share the same kind of enriched
structure that U and V shared. In our example, if a1 and aa are nonzero elements of a domain A,
then Aa1

∩Aa2
is a domain, but it may not be of the form Aa for some a ∈ A. Moreover, Aa1

∪Aa2
may

not even be a domain. In fact, it may not be closed under addition – for homework, please construct
an example showing this fact. Fortunately, our example does not need to use intersections or unions
to establish the “directed" property. Do you recall that both Aa1

and Aa2
are subsets of Aa1a2

? Good!
That is why we were able to view K as being a directed union of the rings Aa. What’s that? Yes, I only
verified the third axiom for a directed set. You see, the other two axioms are about reflexivity and
transitivity, and those properties always hold because of basic set theory for any relation ≤which has
been induced by either inclusion or reverse inclusion. I apologize for not mentioning that earlier.
Please keep it in mind for the future, because I probably won’t remember to say it again!

You may be wondering if the above relation ≤ could have been described, perhaps using some
equations, in terms of the “arithmetic" of the domain A. Yes, that can – and should – be done. We
will do it below, in Proposition 2.1 (d).

Now, let’s begin to generalize the above result to the context that really matters here: A is still a
domain, but another piece of data is a prime ideal P of A. (Remember that can be summarized by
writing P ∈ Spec(A).) You will come to see that what we did above really treated the case P = 0 (which
is a prime ideal of A because A is a domain). The general fact that we are aiming for is the following:

∪a∈A\P Aa = AP

describes AP as a directed union of the domains Aa as a ranges over the directed index set A \ P . You
can easily modify the above reasoning to see that AP is the just-displayed union. And that union is
directed, once again because both Aa1

and Aa2
are contained in Aa1a2

. But this time, where P may not
be 0, it may be less obvious why a1a2 is admissible. Earlier (when P = 0), we just used the fact that A
was assumed to be a domain to conclude that a1a2, being the product of two nonzero elements of a
domain, must be nonzero. Why, in the present situation, is a1a2 admissible? In other words, if both
a1 and a2 are elements of A \ P , why is a1a2 also an element of A \ P ? Thank you for that answer. It
is absolutely right. The answer is: precisely because P is a prime ideal of A! And do you know what
that suggests? That last fact did not use the “domain" property of A. Maybe some of this analysis
could carry over more generally, to arbitrary commutative rings. Let’s spend some time looking into
that possibility. Don’t worry – we will return to the context of domains long before any blizzard of
ambiguities has been forecast by your local mathematical weatherperson.

Let’s ease into the general case with a short paragraph involving some review and some topology,
then get “radical" (sorry for the bad pun) in the following paragraph, and then get the result (Propo-
sition 2.1) which holds the key to a better understanding of the index set for the above directed
union(s).

Let A be a commutative (unital) ring. Consider the set X := Spec(A). For each c ∈ A, let Xc := {P ∈
X | c < P }. (So, for instance, X0 = ∅ and X1 = X.) Recall (cf. [4, Exercises 15 and 17, page 127]) that
X can be given the structure of a topological space via the Zariski topology, by taking the sets of the
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form Xc (as c runs though the elements of A) as a basis for the open sets. Indeed, given the above
information about X0 and X1, one gets this topological conclusion directly from the definition of a
prime ideal of a commutative ring, as that easily gives that Xa ∩Xb = Xab for all a,b ∈ A.

It is well known (cf. [4, Proposition 1.14], [12, Corollary 2.10], [16, Theorem 26]) that if I is an
ideal of a (commutative unital) ring A, then the radical of I (in A) is the following ideal of A:

√
I := {u ∈ A | there exists an integer n ≥ 1 such that un ∈ I} =

∩{P ∈ Spec(A) | I ⊆ P }.

Part (b) of the next result shows that the above open basis of the Zariski topology can be described in
terms of radicals of principal ideals. Part (d) of the next result shows that if the ambient commutative
(unital) ring A is a domain, then the above open basis of the Zariski topology can also be described
in terms of rings of fractions of the form Aa (with a ∈ A).

Proposition 2.1. (a) Let A be a (commutative unital) ring. Let a,b ∈ A. Then Xa ⊆ Xb if and only if√
Aa ⊆

√
Ab.

(b) Let A be a (commutative unital) ring. Let a,b ∈ A. Then Xa = Xb if and only if
√
Ab =

√
Aa.

(c) Let A be a (commutative unital) domain, with quotient field K . Let a,b ∈ A such that a , 0. Then√
Aa ⊆

√
Ab (that is, Xa ⊆ Xb) if and only if Ab ⊆ Aa (that is, if and only if Ab is a (unital) subring of Aa

inside K).
(d) Let A be a (commutative unital) domain, with quotient field K . Let a,b ∈ A. Then

√
Aa =

√
Ab (that

is, Xa = Xb) if and only if Aa = Ab (that is, if and only if Aa and Ab are (unital, but possibly zero) subrings
of each other).

Proof. (a) We have the following equivalences and implications: Xa ⊆ Xb ⇔ X \Xa ⊇ X \Xb ⇔ {P ∈
X | a ∈ P } ⊇ {P ∈ X | b ∈ P } ⇒ ∩{P ∈ X | a ∈ P } ⊆ ∩{P ∈ X | b ∈ P } ⇔

√
Aa ⊆

√
Ab ⇔ a ∈

√
Ab ⇔ there

exists an integer n ≥ 1 and an element α ∈ A such that an = αb. This (more than) proves the “only
if" assertion. To prove the converse, suppose that

√
Aa ⊆

√
Ab. Our task is to prove that Xa ⊆ Xb;

equivalently, that if P is a prime ideal of A such that a < P , then b < P . This, in turn, follows easily
from P being a prime ideal of A, since the above reasoning gives an equation an = αb with n ≥ 1 and
α ∈ A.

(b) It suffices to combine (a) with the assertion obtained by reversing the roles of a and b in (a).
(c) The first parenthetical comment follows from (a); the second parenthetical comment follows

from the fact that the operations of addition and multiplication in both Aa and Ab are induced by the
corresponding operations in K .

Let us first prove the “only if" assertion. Since a ∈
√
Ab, there is an equation an = αb for some n ≥ 1

and α ∈ A. As a , 0 by hypothesis, then neither α nor b is 0 (since A is a domain). Therefore, as
Ack = Ac (as subsets of K) for all nonzero elements c ∈ A and all integers k ≥ 1, we have, in view of
the assumption that a , 0, that 1/b = α/(αb) = α/an in K , whence 1/b ∈ Aan = Aa, and then it follows
easily that Ab ⊆ Aa (as subsets of K).

For the converse, suppose that Ab ⊆ Aa. Then, working in the quotient field K of A, we have 1/b =
α/an for some α ∈ A and some integer n ≥ 1. Thus an = αb, whence a ∈

√
Ab, whence

√
Aa ⊆

√
Ab, as

desired.
(d) In view of (b), it suffices, if neither a nor b is 0, to apply (c).
It remains to consider the cases(s) where either a = 0 or b = 0 (or both). This situation requires

separate treatment because of the existence of nilpotent elements. Indeed, notice that if A were only
assumed to be a commutative (unital) ring, then c ∈ A satisfies Xc = ∅ if and only if c is nilpotent;
and, still assuming only that A is a commutative ring, notice that c ∈ A satisfies c ∈

√
A · 0 if and only

if c is nilpotent. As the present A is assumed to be a (commutative unital) domain, the assumption
that

√
Aa =

√
Ab (equivalently, Xa = Xb), when coupled with the assumption (of the prevailing case)
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that either a = 0 or b = 0, ensures that both a and b equal 0 in the domain A. Similarly, while working
with the domain A, we have that the assumption that Aa = Ab, when coupled with the assumption
that either a = 0 or b = 0, ensures that both Aa and Ab are zero rings, whence both a and b equal 0 in
the domain A. Thus, under the assumption that either a = 0 or b = 0 (or both), we have:

√
Aa =

√
Ab ⇔ a = 0 = b ⇔ Aa = Ab.

It is perhaps worth pointing out that when a and b are each equal to the same element 0 ∈ A, the use
of that element 0 ∈ A in the construction of both of the relevant rings of fractions, Aa and Ab, gives
that Aa = A0 = Ab, whence Aa and Ab are equal as rings, although that ring is a zero ring and not a
(unital) subring of K .

The hypothesis that A is a domain allows the conclusion, via Proposition 2.1 (d), that
√
Aa =

√
Ab ⊆

A implies that Aa and Ab are equal rings, to be unambiguous. However, if A had been assumed only
to be a commutative (unital) ring, we could hope to (at best) conclude that Aa and Ab are isomorphic
rings. Consequently, if one attempts to apply a functor to an unspecified one of the pertinent rings
that is isomorphic to Aa, it becomes unclear (that is, ambiguous; that is, known only up to isomor-
phism) as to what is meant by the alleged result of such an application. Yet, that is exactly the sort
of thing that the literature does, many times over, in this general area when working with commu-
tative (unital) rings A. I believe that during your initial exposure to the ring-theoretic foundations
of modern algebraic geometry, there is no urgent reason for you to be bombarded with a blizzard
of ambiguities. The term “blizzard" is not mere hyperbole here, as you will see if you read my cri-
tique in Appendix I of two well-respected expositions of the general case. Also, you will see, if you
read Appendix III, that worries concerning the meaning and well-definedness of such applications
of functions or functors to unspecified isomorphic copies of a known object have been the topic of
ongoing studies for more than 100 years. To temporarily avoid (that is, to forestall) the ambiguities
which arise in the general case, we will usually assume for the rest of this section that the ambient
(commutative unital) ring A is a domain. Occasionally, we may pause to explain where/how that
restriction to domains has simplified matters and avoided ambiguity, but typically we will leave it to
you, the reader, to be alert to such instances. I believe that the following is a sound principle, both
for students and for researchers: while reading each step of a proof, ask yourself if the step follows as
indicated and also ask yourself if the conclusion of the step would have been possible under weaker
assumptions.

Remark 2.2. Consider the form of the statement that lim−−→P ∈Xa
Aa � AP . How could one come to

understand this statement if it were expressed in its most efficient form? If the ring A is “far" from
being a domain then, even if a and b are elements of A such that Xa = Xb, it is by no means clear that
Aa and Ab are the same mathematical object, because there is no obvious universe containing both Aa
and Ab within which one could compare Aa and Ab (in order to see if they are the same). As one can
quickly see by tweaking the proof of Proposition 2.1, if Xa = Xb, then Aa � Ab. But that is palpably
not the same as saying that Aa = Ab! Fortunately, we have seen in Proposition 2.1 (d) that if A is a
domain, then any quotient field of A is the desirable kind of universe, as we showed that if Xa = Xb
for nonzero elements a and b of a domain A (with quotient field K), then we do have Aa = Ab (as
subsets of K). This suggests that a more efficient (or economical or elegant) description of lim−−→P ∈Xa

Aa
should be possible, especially if A is a domain, if one were to impose an appropriate equivalence
relation of the index set. That is what we will do five paragraphs hence. This completes the remark.

For a fixed domain A (with given quotient field K) and a fixed prime ideal P of A, a reading of
Proposition 2.1 (b) suggests (correctly) that it would be useful to define the following equivalence
relation ∼ on A \ P . If a,b ∈ A \ P , we say that a ∼ b if and only if

√
Aa =

√
Ab; equivalently, if and
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only if Xa = Xb; equivalently (by Proposition 2.1 (c)), that Aa = Ab (as A-subalgebras of K). Note also
that by defining ∼ in this way, c ∈ A \ P ensures that c , 0 (for the more general context where A is
a commutative ring, c ∈ A \ P would ensure that c is not nilpotent), so that the fussiness involving
“such that a , 0" in the statement of Proposition 2.1 (c) will usually not be a concern as we work with
(A and) P .

With A, K and P fixed as above, it may occasionally be necessary to denote the above equivalence
relation ∼ by ∼A\P . If a ∈ A \ P , the ∼-equivalence class represented by a will be denoted by

[a] or [a]∼ or [a]∼A\P

with the appropriate notation to be chosen in any given situation as simply as possible, solely in
order to avoid ambiguity.

Let us examine more carefully our earlier description of AP as the directed union ∪a∈A\PAa. How,
more precisely, can this directed union be understood to have been expressed in the form ∪i∈IRi
for some directed union of rings Ri indexed by some directed set I? Obviously, one should take
I := A \ P , with the “dummy index" i being replaced by the dummy index a, and with the ring Ri ,
or rather Ra, then being taken to be Aa. But what is the precise order relation ≤ that is underlying
this directed union? In other words, if a and b are elements of A \ P , what does/should it mean to
say that a ≤ b? The answer to this question comes from Proposition 2.1 (d). Indeed, if we say that
for a,b ∈ A \ P , the definition of a ≤ b is that Aa ⊆ Ab (in the quotient field K), then everything falls
into place rigorously as desired, because this relation ≤ is, indeed, reflexive, transitive and directed
(with the last of these properties holding since both Aa and Ab are subsets of Aab). Notice also that
if a,b ∈ A \ P as above, then we have the following additional formulations of the above equivalence
relation, thanks to Proposition 2.1: a ≤ b ⇔ Xb ⊆ Xa ⇔

√
Ab ⊆

√
Aa.

The above understanding ofAP as the directed union∪a∈A\PAa can be made “crisper" ( some would
say, “sharper" or “more economical" or “more elegant") by using the above equivalence relation ∼=
∼A\P . In a moment, I will explain how to do that. When that has been accomplished, I hope that
you will agree that we will have a new description of AP as a new directed union which merits the
just-mentioned laudatory adjectives. But my main reason for getting to that new description has
to do with some ambiguities in the literature. You see, the literature is not entirely uniform as to
the definition of a directed index set. Of course, this fact affects the definition of a directed union
(and it also affects, more generally, the definition of a direct limit). While the literature does agree
that the binary relation ≤ on a directed set should be reflexive, transitive and directed (as in the
definition that we have been working with here), a noticeable minority of the literature also requires
≤ to be antisymmetric (in the usual sense, namely, that if i, j ∈ I satisfy i ≤ j and j ≤ i, then i = j).
Unfortunately, requiring the above relation ≤ onA\P to be antisymmetric would mean that whenever
elements a and b ofA\P satisfyAa = Ab, then one would need to have a = b. That sad situation, for the
prime ideal P = 0, would imply that a2 = a for each nonzero element of the domainA. And that would
imply that A � F2, which is not all what we wanted in this attempt to say something interesting and
useful about all domains A. So, to placate the above-mentioned minority, the promised “moment"
has passed/come, and it is now time to introduce an equivalence relation � which will allow us to
replace the index set A \ P with the set of ∼-equivalence classes from A \ P . That will be done in the
next paragraph.

Given a domain A and a prime ideal P of A, we can define a binary relation on the equivalence
classes of the equivalence relation ∼=∼A\P as follows. If [a] and [b] are such equivalence classes,
let us say that [a] � [b] if and only if a ≤ b. (To avoid ambiguity, you may occasionally prefer to
use the notation “�A\P " instead of “�".) Notice that the binary relation � has been well defined
(for if [a1] = [a2] and [b1] = [b2] with a1 ∼ b1, then we have Aa1

= Aa2
and Ab1

= Ab2
, along with

Aa1
⊆ Ab1

, whence Aa2
⊆ Ab2

.) Moreover, it is easy to see (please check this, but do not hand it in as
homework, as it really is very easy) that � inherits each of the properties of reflexivity, transitivity
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and directedness from ≤, and so � endows the set of ∼A\P -equivalence classes with the structure
of a directed set. Furthermore, this structure has the additional property that is cherished by the
“noticeable minority", namely, that � is antisymmetric. Indeed, if [a] := [a]∼A\P and [b] := [b]∼A\P
satisfy [a] � [b] and [b] � [a], then a ≤ b and b ≤ a, whence Aa ⊆ Ab and Ab ⊆ Aa, whence Aa = Ab,
whence a ∼A\P b, whence [a] = [b], as desired. Thus, we now have what everyone can agree is a
description of AP as a “directed union" (and, by taking P := 0, one would get a description of the
quotient field of A as “a directed union"), namely,

AP =
⋃

[a] is a ∼A\P −equivalence class

Aa.

Ignoring the mini-controversy concerning the definition of a directed set, let us consider a claim to
the effect that the last display is more “elegant" than our earlier result that (if P is a prime ideal
of a domain A, then) AP = ∪a∈A\PAa. By sending each a to its equivalence class [a], one obtains a
surjection from the second index set to the first index set. (One could, instead, have noted that the
Axiom of Choice gives an injection from the first index set to the second index set.) However, it
would be wrong to conclude that, in general, the first index set is “smaller than" the second index
set. While the cardinal number of the first index set is less than or equal to the cardinal number of
the second index set, those cardinal numbers could be, depending on A and P , equal infinite cardinal
numbers. Consider, for instance, A := Z and P := 2A. Since the set of odd integers is denumerable,
this example satisfies |A \ P | = ℵ0. In other words, the second index set in this example has cardinal
number ℵ0. So, in view of the above-mentioned injection, the first index set in this example is either
finite or denumerable. In fact, that first index set is denumerable, since it has a fairly prominent
denumerable subset. Let’s pause a moment. Did you find or guess what that denumerable subset
is? No? Well, thanks for trying. The subset that I noticed is the set of �A\P -equivalence classes
represented by odd prime numbers. The underlying fact is a gem from elementary number theory:
if q and r are distinct odd prime numbers, then Zq , Zr . (You can check that this follows from the
Fundamental Theorem of Arithmetic.) Since any subset of a finite set is finite, we have proved that
the first index set in this example is denumerable; that is, it has cardinal number ℵ0. I will leave this
example by asking you to ponder the following question: should you call the first index set (in this
example) “more elegant" than the second index set (in this example) even though these sets have the
same cardinal number?

In looking at various books for the main result that we proved today, you may have come across
statements such as

lim−−→
P ∈Xa

F (Xa) � AP or lim−−→
a∈A\P

F (Xa) � AP .

So, you know that “lim−−→" is a standard notation for direct limit, and that is a generalization of directed
union. You may have realized that F is what is usually called the structure sheaf of the affine scheme
X := Spec(A). (Most algebraic geometers denote F by OX .) Given that we have focused on the result
that ∪a∈A\PAa = AP (when P is a prime ideal of a domain A), you have probably also surmised that
F (Xa) = Aa (although it may not yet be clear to you whether that equation is a definition or a proven
fact). It would be natural for you to wonder what sort of binary relation is being imposed on the
index set A\P in the just-displayed statements from the literature. (Let’s skim over the technical but
important difference between a direct limit and a directed set, and agree that there is something like
an underlying ordering on A \ P going on in those statements from the literature.) Remember (cf.
Proposition 2.1) that when P is a prime ideal of a domain A, a ≤ b used to mean that Aa ⊆ Ab, and
for that context, that this condition was equivalent to Xb ⊆ Xa. If b is “later than" a in the relevant
directed union or direct limit process (that is, if a is “less than or equal to" b in some sense), it is
traditional to haveXb ⊆ Xa, so that “later" indexes give “smaller" neighborhoods, and the “functorial"
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behavior of the sheaf F gives a “restriction map" from F (Xa) to F (Xb), that is, from Aa to Ab. For
our familiar domain-theoretic context, this is just the inclusion map Aa ↪→ Ab. For more general
ring-theoretic contexts, you will eventually develop enough intuition, based on repeated exposure
and familiarity with examples, to appreciate whether/when/why restriction maps can or should be
regarded as inclusion maps. It will take a while, but I am confident that you can do it. In time, the
general setting will seem as natural to you as it was today when you worked with fractions inside a
fixed quotient field.

I would like to point out that it is possible to extend the above reasoning in today’s main result by
generalizing from the multiplicatively closed set A \ P (where P is a prime ideal of a domain A) to
the case where S is an arbitrary (nonempty) multiplicatively closed subset of a domain A such that
0 < S. As homework, please do the following. Show, under these conditions, that the ring of fractions
AS is a directed union of the domains Aa as the elements a run through the set S. It will be part of
the assignment for you to decide what the ordering is on the relevant directed set I (remember to
identify I and its ordering and to prove that I is directed!). You will also need to explain how, if a
and b are suitably related by that ordering, one has that Aa ⊆ Ab (inside the given quotient field K of
A). If you wish, for extra credit, you may also try to find conditions under which you can reduce the
size of the index set by setting up a suitable equivalence relation on S and letting the “new" indices
be the corresponding equivalence classes (instead of the “old" indices which were elements of S).

Next, as an additional step in preparing you for some of the “wrinkles" that may arise when A is
a commutative (unital) ring, but not necessarily a domain, let us notice some of what may be gained
by slightly tweaking the proof of Proposition 2.1. Suppose that a,b ∈ A. Then: Xb ⊆ Xa⇒ there exists
an integer n ≥ 1 and an element α ∈ A such that bn = αa. Now suppose that, in fact, Xb ⊆ Xa. It will
be desirable for the resulting A-algebra homomorphism f : Aa → Ab (which sends c/am to cαm/bnm,
for all c ∈ A and integers m ≥ 1) to be injective. (Notice that such f exists, thanks to the universal
mapping property of rings of fractions, since a/1 is a unit in Ab; indeed, it has multiplicative inverse
α/bn there.) To accomplish this injectivity, some fine-tuning will be necessary in regard to the ring
elements a and b that will come under consideration in the general case (when A is not necessarily a
domain). Rather than delving into that fine-tuning here, let us simply notice why there was no such
difficulty in case A is a domain (with quotient field K). In that context, with a and b each nonzero
elements of a domain A such that bn = αa for some integer n ≥ 1 and some (necessarily nonzero)
element α ∈ A, we were actually working with a (directed) union in the above argument. Indeed,
one gets that Aa ⊆ Ab there since, if c ∈ A and m is a positive integer, then c/am = cαm/bnm in K and,
hence, in Ab.

There will be more fine-tuning as you continue to study the affine scheme Spec(A) (for an arbitrary
commutative ringA) and its role in the “local" part of modern algebraic geometry. In addition to what
we have just seen here, you will learn new machinery, involving things called direct limits, sheaves
and stalks. You will also learn why F (U ) is called the “sections of the sheaf F over the open set U".
That should help you to understand better or more easily some material that you have seen or will
see in some courses on topology or analysis (especially, in regard to the “germs" of functions at a
point). You will certainly learn that if F is the structure sheaf of the affine scheme X = Spec(A), then
“the ring of global sections" F (X) is isomorphic to A. (Here’s one final exercise: give a quick proof
of this fact, using only information from today’s class.) That may lead you to study other historically
important representation theorems where a given ring is realized (up to isomorphism) as the ring of
global sections of some sheaf on some topological space.

Congratulations! You are about to dive into the really geometric part of algebraic geometry. But
that’s enough for today.
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3 Appendix I: Comparison with the traditional proof

For many years during the 1960s, graduate students in an algebraic geometry course learned the
modern approach to the basics of that subject by reading some notes [19] (with red front and back
covers) that were affectionately known as “the red Mumford". (The only alternative at that time was
to read the variety of French language material that was being produced by Grothendieck and his fol-
lowers.) In retrospect, Mumford did a good job at getting to the basics, while providing background
and examples that were sufficient for his intended audience. I would like to begin this appendix by
reviewing Mumford’s five-line proof in [19, page 40] that (to use the notation of our Section 2 but
now for an arbitrary commutative ring A), the stalk of the structure sheaf (I will denote that sheaf by
F ) at a point P of X := Spec(A) (that is, at a prime ideal P of A) is AP . Apart from some notational
changes, the following is only a slight rewording of Mumford’s proof:
“Since the sets of the form Xa give a basis of the Zariski topology of Spec(A), we have that the stalk
of the sheaf F [of course, Mumford denotes F by OX] at the point P [of course, Mumford denotes P
by x] is

lim−−→
P ∈U
F (U ) = lim−−→

P ∈Xa

F (Xa) = lim−−→
a(P ),0

Aa.

Since all restriction maps in our sheaf are injective, this is just ∪a(P ),0Aa, which is clearly AP ."
An objective reading of the above argument raises, in order, 31 questions. (The Introduction

promised a “blizzard of queries"!) These questions are collected, together with some comments, as
the following seven items:
(i) What does the first equal sign in the display really mean? If two objects (such as the partners
in that asserted equality) are each only defined up to isomorphism, what sense does it make to say
that those objects are equal? Would it not make more sense to say, instead, that those objects are
isomorphic? Or, given that those objects are each only defined up to isomorphism, would an assertion
of isomorphism here mean the same thing as your assertion of equality here? With respect, I must
ask: is your assertion of equality even meaningful? Was it intentional or was it a typo?
(ii) I suppose that the answer to last part of the above set of questions is that you intended to use
that equal sign and there was no typo, as I have now seen that you have continued to use equal signs
two more times. Let me ask next about a quantity on the right-hand side of the first equal sign in
the display. What does “F (Xa)" really mean? I understand that for each relevant element a, the set
Xa is well defined and so is F (Xa). But in reading about direct limits over directed sets, it was not
clear to me if a directed set must be asymmetric. (I know that it must be reflexive, transitive and
directed.) Looking online, I see that many people are confused, like I am, about how direct limits
are defined, asking whether the index set that we are discussing is what they call an “order" or what
they call a “preorder". Since P is given and a is somehow varying, should the subscript of “lim−−→" on
the right-hand side of the second equal sign in the display be, instead, a specific statement about the
behavior of a, or perhaps, about the behavior of an equivalence class (for some equivalence relation
that you have not mentioned) represented by a? If the answer to the last question is “Yes", what is
that equivalence relation and what sense does it then make to speak of “F (Xa)"? After all, if elements
a1, a2 ∈ A are such that Xa1

= Xa2
, I can probably believe that F (Xa1

) � F (Xa2
) – would you please

give or assign a proof of this fact? – but I would need to be convinced that F (Xa1
) = F (Xa2

). Was
that a hidden part of the message that you were trying to convey here? Is this question somehow
linked to the questions listed under (i)? Will some or all of these concerns in (ii) dissipate if we just
decide to not worry whether the index set is asymmetric? I wish that I had asked this part of my
question earlier when you covered direct limits, but it only occurred to me now when I saw how you
were using them. Maybe no one has ever asked you this before, so perhaps your lesson plans did not
anticipate such a question from the audience. If so, please excuse me and I’ll wait a bit longer for
you to think about this before you answer.
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(iii) I have a comment about the index set on the right-hand side of the second equal sign in the
display. This is the kind of “specific statement about the behavior of a" that I mentioned in (ii).
Would it have been better – or possible –to go directly from the first direct limit to the third direct
limit in the display? If so, that would eliminate some (maybe all) of my concerns in (ii) above. By the
way, thank you for explaining the notation “a(P )" earlier (on the preceding page of [19]), when you
said/wrote that “The elements of F (U ) can be viewed as functions on U ." I was certainly ready to
understand that part of the display!
(iv) I am going to have several questions about your phrase “This is just . . . ." First, what did you
intend the word “This" to refer to?
(v) Next, still about your phrase “This is just", I would like to ask: did you intend the word “is" to
refer to “is equal to" or “is isomorphic to"?
(vi) Here are my final questions about your phrase “This is just". What did you mean by the word
“just" there? Did you mean “equal to" or “isomorphic to"? I remember that when we covered direct
limits, you mentioned that every directed union is isomorphic to a direct limit over a directed set.
But is the converse true? In particular, are there some instances of “lim−−→P ∈Xa

F (Xa)" that should not

be viewed as being isomorphic to directed unions? Would your answer to this last question depend
on whether we had grouped the various elements a into equivalence classes as suggested above? If
so, what is the relevant equivalence relation?
(vii) Why is your union “∪a(P ),0Aa" well defined? I was always taught that a meaningful union of
the form ∪j∈JWj requires that the objects Wj be well understood sets and that there exists a universe
which contains each of these sets Wj as a subset. Is that really the case here? I do not know whether
you intended the elements a to range over a subset of A or over certain equivalences classes (again:
if so, what is the relevant equivalence relation?), but regardless of your answer to that question, I do
not see how there could exist some universe containing each of the relevant sets Aa because each of
these “sets" is only defined up to isomorphism. What sense doers it make to talk about a union of
things that are only defined up to isomorphism? And what sense would it make for such a union, if it
were well defined, to be equal to something like AP , which is itself only defined up to isomorphism?
Are these kinds of questions related to what I was asking about in (i) (and occasionally later)? Has
some group of mathematical leaders somehow agreed that mathematicians are working in an ideal
Platonic world where all isomorphic objects are equal? If so, I did not get that memo and, unlike
Leibnitz, I do not necessarily believe in a “pre-established harmony"! Who or what has somehow
ordered everything to work so well together? Is some kind of well ordering being supposed and
used? Excuse me, I am only trying to learn and understand, but I must add, with respect: your
saying “which is clearly" did not seem at all clear to me.

As I recall, the courses in modern algebraic geometry that I took (which were taught by Professors
George Rinehart and Stephen Lichtenbaum) presented the above proof (and prepared the class for
it) almost exactly as in [19].

Let us next review how, a few years later, Atiyah-Macdonald approached the above result. One
should note that although Mumford’s notes may have been written under time pressure and were
compiled into a “Preliminary version" of the first three chapters of a foreseen book, Atiyah and Mac-
donald had the advantage of the passage of time and their book was not explicitly a “preliminary
version". Also, because of the intentionally small size of [4], much of the substance of that book is
to be found in its exercises. Prior to the actual exercise stating, in effect, that lim−−→P ∈U

F (U ) � AP ,
Atiyah-Macdonald did a good job of covering the Zariski topology (having the sets of the form Xa as
an open basis), direct limits and rings of fractions. We next essentially reproduce the five parts of [4,
Exercise 23, page 47]. As before, in order to assure uniformity of notation for comparison purposes,
the following summary is the result of only a light editing of what Atiyah and Macdonald wrote in
that exercise. As before, we are considering a commutative ring A, X := Spec(A) has been equipped
with the Zariski topology, and the structure sheaf of this affine scheme is being denoted by F . Here,
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then, are the five parts of the pertinent exercise from [4]:
(i) If U = Xa for some a ∈ A, show that F (U ) := Aa depends only on U and not on a.
(ii) LetU

′
= Xb be another basic open set in X such thatU

′ ⊆U (= Xa). Show that there is an equation
of the form bn = ua for some integer n > 0 and some u ∈ A, and use this to define a homomorphism
ρ : F (U )→ F (U

′
) (that is, Aa → Ab) by c/am 7→ cum/bmn. Show that ρ depends only on U and U

′
.

This homomorphism is called the restriction homomorphism.
(iii) If U =U

′
, then ρ is the identity map.

(iv) If U ⊇ U ′ ⊇ U ′′
are basic open sets in X, show that the composite of the restriction homomor-

phisms F (U )→F (U
′
) and F (U

′
)→F (U

′′
) is the restriction homomorphism F (U )→F (U

′′
).

(v) If P is a prime ideal of A, show that lim−−→P ∈U
F (U ) � AP .

In commentary after (v), Atiyah-Macdonald went on to state (again, I will lightly edit their nota-
tion) the following: “The assignment sending each basic open set U to the ring F (U ), together with
the restriction homomorphisms ρ satisfying the conditions in (iii) and (iv), constitutes a presheaf of
rings on the basis of open sets {Xa | a ∈ A}" and that “(v) says that the stalk of this presheaf at P is the
(quasi-)local ring AP ."

For the most part, I would prefer to let the reader decide the following three things: which, if
any, of the earlier 31 questions about the presentation in [19] applies to the presentation in [4];
whether any new questions arise as a result of that presentation in [4]; and whether the presentations
in [19] and/or [4] would be preferable to the presentation that I gave (for domains A) in Section
2, when the reader is considering how to present the “stalk" result to his/her/their class. Before
leaving instructor/readers with such weighty matters (after all, you surely know your students, their
background and their needs better than I do!), I would like to close this appendix by making three
sets of points.

First, in teaching graduate courses on commutative ring theory several times at two state universi-
ties, I have often given a fuller treatment, than in either [19] or [4], of the identification (of AP as) the
stalk of the structure sheaf of Spec(A) at a prime ideal P of the commutative ring A. Occasionally,
because of time pressure in such a course, I have covered only the special case for domains A, as in
Section 2 above. But in all those courses, I took/found the time to explain what a sheaf is and why
the construction at hand actually produces a sheaf. I did so, in part, because I have found the cate-
gorical concepts of an equalizer and a coequalizer to be helpful and illuminating, both for research
and in teaching, on several occasions. Also, graduate students specializing in analysis, topology and
differential geometry have told me that my comments along those lines had been helpful to them in
their research. Speaking of teaching, I am uncomfortable in speaking of “the stalk of a presheaf at
a point" (as Atiyah-Macdonald did), but perhaps this sort of worry is a personal one that the reader
need not be concerned about.

Second, while exercises do not have the same purpose as lecture material, each should be clearly
stated, and so, if only for the sake of completeness and fairness, I would like to raise a few questions
and/or comments in regard to the presentation in [4, Exercise 23, page 47]. (Yes, that process did
begin in the preceding paragraph – thank you for noticing that.) It seems natural to me to ask what
Atiyah-Macdonald intended to mean by the phrase “depends on" in (i)? One could ask a similar ques-
tion about Atiyah-Macdonald’s (ii). In regard to their (ii), one could also ask if the name “restriction
homomorphism" should be appended by something like “from F (U ) to F (U

′
)". Given the previous

sentence, I must admit that I found it heartening to see the plural in “restriction homomorphisms"
in Atiyah-Macdonald’s commentary after (v).

Third, the following advice/principle will, I hope, meet with universal acceptance. Any graduate
course on modern algebraic geometry should cover in detail the “stalk" result for the general context
of an arbitrary commutative ring A. Whether or not that coverage should be preceded (either in
class or as homework) with the special case where A is a domain (as given in Section 2) is a decision
that should be up to the instructor (or instructors) who is (are) responsible for such a course. While
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someone in my position can offer advice, please let me repeat: you surely know your students, their
background and their needs better than I do!

4 Appendix II: Should a domain have a multiplicative identity element?

Let R be an rng. (Some authors write “a rng" instead of “an rng". Which option is appropriate
grammatically depends on how one pronounces “rng" – should it be like “urng" or like “rung"? –
and there is no universal agreement about that pronunciation.) Then with respect to addition, R is
an abelian group, that is, a Z-module. Consider the mathematical object R := Z ⊕ R, the external
direct sum of Z and R as an abelian group under addition, but also equipped with a multiplication,
given by

(n1, r1)(n2, r2) = (n1n2,n1r2 +n2r1 + r1r2) for alln1,n2 ∈Zandr1, r2 ∈ R.

It is straightforward to check thatR is a (unital) ring under the above operations, with multiplicative
identity element (1,0). Also, there is an injective rng homomorphism θ : R→R, given by r 7→ (0, r)
for all r ∈ R. It is customary to use θ to view R as a subrng of the (unital) ring R. Of course, there
would be no practical reason to use the above construction if the given rng R is known to be a ring
(that is, if it is known to have a multiplicative identity element, say 1R). Indeed, in that case, the
above rng homomorphism θ would not be unital, the point being that θ(1R) = (0,1R) ∈ R is distinct
from the multiplicative identity element (1,0) of R.

At one time, many writers of textbooks on “ring theory" appreciated that one should introduce
students early to constructions like the one given in the preceding paragraph. It seemed to take until
the late 1960s, or perhaps even the mid-1970s, until a sizable majority of the community coalesced
around the idea that a “ring" should have a multiplicative identity element, whereas an “rng" pos-
sesses all the properties of a ring except possibly that of having a multiplicative identity element.
So, when one is reading textbooks on ring theory that were written long ago, one must take care to
understand which definition of “ring" the author is using. Yet, there is often much to be gained from
reading old textbooks. One such book that comes to mind is [18]. After I finished the master’s degree
and just before I moved to the United States to study for the doctorate, a former professor suggested
that I should read [18] to learn something about rings. (He was aware that although I had extensive
knowledge of group theory and matrix theory, I had never heard the word “ring" uttered in a class-
room.) In reading [18], I developed a quick respect for ring theory. Even the second section of the
first chapter of [18] had a couple of challenging homework problems. That same section (to be pre-
cise, page 8 of that book) contained McCoy’s version of the construction in the preceding paragraph.
(To be accurate, I should point out the following ultimately insignificant difference: where the above
construction used the external direct sum Z⊕R, McCoy had used the external direct sum R⊕Z, with
the necessary concomitant changes in the definition of multiplication.) McCoy’s version of “embed-
ding a ring [I would say “an rng"] in a ring with unity" [I would omit “with unity"] was actually
better tailored to the ring R at hand. Indeed, it used essentially what we did in the above paragraph
if R has characteristic 0, but replaced Z with the ring of integers modulo n if the characteristic of R
is some positive integer n. (By definition, the characteristic of an rng is the smallest positive integer
n such that the sum of n copies of each element of R is 0, if such an n exists; and the characteristic
of an rng R is taken to be 0 if no such n exists. Notice that this definition of the characteristic of an
rng is, in the case of positive finite characteristic, really talking about the exponent of the additive
group of R. Notice also that the characteristic of a/the zero rng is 1, a situation that has led some
workers to argue that the notations Z/1Z or Z1 should be used for “the" zero ring, since one could
then say that the characteristic of Z/nZ is n for all positive integers n. It is worth recording that no
one has been foolish enough to suggest extending this practice by letting the notations Z/0Z or Z0
stand for the ring of integers, although Z does have characteristic 0.) It is interesting to note that the
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definition of “characteristic" had not been finalized as recently as 1953, as that is when the revised
edition of the classic textbook, “A survey of modern algebra," by Birkhoff and Mac Lane defined the
characteristic of Z to be ∞ (while acknowledging in a footnote that “most" authors had decided to
say that the usage “characteristic∞" should be replaced by “characteristic 0").

When I was a pre-doctoral student trying to learn about rings and linear transformations on my
own, an appealing aspect of the approach to modern algebra in the above-mentioned textbook by
Birkhoff and Mac Lane is that (as opposed to the “groups first" approach in the popular textbook,
“Topics in algebra," by Herstein) they defined “characteristic" only for domains. That “domains first"
approach suited me well, as I was quite comfortable with fields and I was becoming comfortable
with some domains (notably, Z and polynomials rings in one indeterminate over a field). I wonder if
the researcher in commutative algebra that I became (spending many years studying many classes of
domains) would agree with his younger self that the embedding of an rng in a ring is worth teaching
to today’s students.

Following [12], a “domain" is defined to be a nonzero commutative rng with no nonzero zero-
divisors. With that usage, a “domain" need not be unital, that is, it need not be a ring. For me (and, I
suspect, for most readers of this article), a “domain" is unital, that is, it is a ring. That has also been
my belief ever since I learned about domains. As my doctoral research had been on what is nowa-
days called arithmetic algebraic geometry, it was natural for me to see a “domain" as an example of
a (necessarily unital) commutative ring. I had not heard of multiplicative ideal theory (or [12] or
Robert Gilmer) until almost the end of my postdoctoral year at UCLA (and it was a noncommutative
ring theorist, Julius Zelmanowitz, who informed me of the area and who suggested that I familiar-
ize myself with [12]). The fact that a significant number of commutative ring theorists and other
mathematicians do not believe that a “domain" needs to be unital was brought to my attention in an
anecdote that I relate in the next paragraph. (That anecdote does not reflect me in the highest moral
light, but I do find it amusing and instructive – I hope that you will, too.)

One weekday around noon several decades ago, I left my office and went to the mathematics
department’s mail room to see if the daily mail had been delivered. Discovering that the current
issue of the MAA’s Monthly magazine had just arrived, I took my copy of that magazine back to my
office and quickly turned to the problem section. I found a problem that seemed to be in commutative
algebra (that was a rare occurrence in that section of the Monthly during that period of history) and I
set to work on it. The problem was about domains, and within moments, I had solved the problem by
using a standard tool, the ring-theoretic generalization of the classical result on extending valuations
(as in [12, Theorem 19.6] or [16, Theorem 56]). I quickly printed (by hand) my solution, handed it
to a secretary to be typed appropriately (professors did not have typewriters or computers at that
time, but we did have secretaries to type for us), received the typed copy for proofreading just a few
minutes later, found the typing to be perfect (that is, accurate), and managed to get my submitted
solution mailed to the MAA before the departmental mail was picked up that day. Surely, I thought,
with the MAA office just one or two days away by normal mail, my solution had a good chance
of being the first to be received. I eagerly awaited the eventual issue of the Monthly magazine,
expecting to see my name next to the published solution. (I promised you that this anecdote would
make me look all too human.) To my dismay, my name only appeared in the alphabetic list under
the heading “also solved by". The published solution did not look familiar to me. But when I saw
that the solution was due to Robert Gilmer, my dismay disappeared. At that point in time, Gilmer
was indisputably the world leader in multiplicative ideal theory (and perhaps, more generally, on
the topic of domains). My feelings were further assuaged when I read Gilmer’s solution and realized
that it differed significantly from my solution. In fact, Gilmer’s solution seemed slightly longer than
mine. (Yes, more human frailty is on exhibit here, but the story is nearly over.) More importantly,
Gilmer’s solution did not use the assumption that the ambient domain was unital. (Remember that
the definition of a “domain" in [12] does not require the unital property.) So, quite likely, I had
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achieved a Pyrrhic victory, in that my solution was probably the first to arrive at the office of the MAA
Monthly, but Gilmer’s solution was eventually deemed to be better by the powers that be, presumably
because his solution assumed less (and, therefore by the standards that most mathematics would use
for such matters, was the “better", more elegant solution). This experience taught me the following
valuable lesson: although some things are easier to do when an rng happens to be unital, one should
always be alert to the possibility that a result that has just been proved could be susceptible to a
different line of reasoning, perhaps coming from a different mathematical genre, leading to a more
elegant/economical proof.

The last few paragraphs may have caused some readers who are aficionados of domains to wonder
if “domains" really should be unital. At this point, I cannot claim that the above material has con-
vincingly presented the case for an affirmative answer. I do think, however, that the next paragraph
will help to make that case (especially in the minds of any of the just-mentioned aficionados who are
not yet convinced about this matter). I also think that the development of algebra during the past 60
years will also help to make that case. In that regard, following the next paragraph, please see the
subsequent seven paragraphs. There, you will find what I consider to be the most convincing reasons
why domains should be unital. Those seven paragraphs give what was, in my experience as a stu-
dent and a young professional, the beginning of a series of critical observations about modules. The
material in the initial five of those seven paragraphs comes from an exercise (that I recall working
nearly 60 years ago) from van der Waerden’s classic textbook “Modern Algebra."

First, recall that the comments at the beginning of this section embedded any rng R as a subrng
of some (unital) ring R. However, if R happened to be a domain, then that construction could not
be guaranteed to produce a ring R which is a domain. Indeed, if the characteristic of R is some
prime number p, then that ring R is definitely not a domain, the point being that if r is any nonzero
element of R, then (0, r) · (p,0) = (0,pr) = (0,0) = 0 in R. However, we show next that a more suitable
embedding is available. For clarity, let us change notation and begin with a domain D (in the sense
of [12]) which is definitely not unital. To avoid trivialities, one supposes that D , {0}, since the/a
zero ring cannot be a unital subring of any unital domain. According to [12], D has a quotient field,
say K . (More generally, I learned from a seminar talk by Kaplansky at UCLA in the spring quarter of
1970 that special cases of what we now call rings of fractions RS were anticipated (long ago, before I
was born) by workers such as Grell, with the role of 1 in RS being played by the fraction s/s for any
element s ∈ S. For more about this, see [12] and [18, pages 138-139].) I will next show that D can
be embedded as a subrng of some domain D such that D is a unital domain and D also has K as its
quotient field. (As [12] emphasizes the importance of such an “overring" extension in multiplicative
ideal theory, I find this result, whose proof will follow next, to be especially persuasive.) Observe
that K is a ring, with multiplicative identity element 1 = s/s for any nonzero element s of D. Take D
to be the subring of K that is generated by D and 1. (In other words, take D to be the intersection of
all the subrings of K which contain D and, necessarily, 1.) Then D is a (unital) subring of K (since
D is a subrng of K such that 1 ∈ D), so D is a “domain with 1". Of course, we also have that D is a
subrng of D and that K is a quotient field of D.

The benefits of changing from predominantly ideal-theoretic reasoning to module-theoretic rea-
soning in commutative ring theory were widely recognized and took hold during the late 1950s and
1960s, producing many useful generalizations and new methods. Prior to that, in part because of
the embedding result discussed in the first paragraph of this section, there was natural interest in
deciding whether a “module" over a (unital) ring should, by definition, be required to be unital.
Many mathematicians were convinced that this question should be answered in the affirmative (and
I concur with them) because of the following result from van der Waerden’s textbook. Let R be a not
necessarily commutative (but unital) ring and letM be a left module over R. ThenM can be uniquely
expressed as an internal direct sum of (not necessarily unital left) R-modules, M = M1 ⊕M2, where
M1 is a unital (left) R-module and the action of R on M2 is like the action of a zero ring on M2 (in the
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sense that r ·m = 0 for all r ∈ R and all m ∈M2).
Proof of uniqueness: Suppose that M =M1⊕M2 =N1⊕N2, where M1 and N1 are each unital (left)

R-modules and R acts as a zero ring on both M2 and N2. We will prove that M1 = N1 and M2 = N2.
Suppose first that u ∈M1. By hypothesis, u = v+w for some uniquely determined v ∈N1 and w ∈N2.
Then u − v = w satisfies

u − v = 1 ·u − 1 · v = 1 · (u − v) = 1 ·w = 0 ·w = 0,

whence u = v. Hence M1 ⊆N1. Similarly, N1 ⊆M1. Thus M1 =N1.
Suppose next that x ∈M2. Then x = y + z for some uniquely determined y ∈ N1 and z ∈ N2. Then

x − z = y satisfies

x − z = y = 1 · y = 1 · (x − z) = 1 · x − 1 · z = 0 · x − 0 · z = 0− 0 = 0,

whence x = z. Hence M2 ⊆ N2. Similarly, N2 ⊆M2. Thus M2 = N2. This completes the proof of the
uniqueness assertion.

Proof of existence: Let M1 := {x ∈M | 1 · x = x}. It is straightforward to check that M1 contains 0
and is closed under scalar multiplication from R, sums and differences, and soM1 is a not necessarily
unital R-submodule of M. But M1 is then also clearly a unital R-module. Next, let M2 := {y ∈ M |
1 · y = 0}. It is straightforward to check that M2 contains 0 and is closed under scalar multiplication
from R, sums and differences, and soM2 is a not necessarily unital R-submodule ofM. In fact, R acts
as a zero ring on M2 since, if r ∈ R and y ∈M2, then r ·y = (r ·1) ·y = r · (1 ·y) = r ·0 = 0. It remains only
to prove that M is the internal direct sum of M1 and M2, that is, that M1 +M2 =M and M1∩M2 = 0.

Let u ∈M. Put v := 1 · u and w := u − v. Observe that 1 · v = 1 · (1 · u) = (1 · 1) · u = 1 · u = v, whence
v ∈M1; and, since we have just noted that 1 ·u = v = 1 ·v, we have 1 ·w = 1 ·u−1 ·v = v−v = 0, whence
1 ·w = 0, whence w ∈M2. Hence u = v +w ∈M1 +M2, and so M ⊆M1 +M2. The reverse inclusion
is obvious, and so M1 +M2 = M. Finally, we need only show that if z ∈M1 ∩M2, then z = 0. This, in
turn, holds since 0 = 1 ·z (as z ∈M2) and 1 ·z = z (as z ∈M1). This completes the proof of the existence
assertion. This completes the proof.

I would suggest that the main point to be gleaned from the result in the past five paragraphs is this.
Because of the nature of the direct summands in the direct sum decomposition M = M1 ⊕M2, that
result has reduced the study of non necessarily unital modules to the following two studies: the study
of unital modules and the study of abelian groups (because a not necessarily unital module on which
the ambient ring acts as a zero ring is nothing more than an abelian group). Hence, from the point of
view of a ring-theorist, “modules" should be unital, as other considerations involving “not necessarily
unital modules" have been reduced to (abelian) group theory. If a reader believes that my conclusion
is outlandish, I can assure you that it is torn from the pages of history. Specifically (yes, here comes
another anecdote): each academic year during the late 1960s and early 1970s, UCLA’s mathematics
department hosted promising postdocs, some folks on sabbatical, some mid-career specialists and
senior leaders in a particular field of mathematics (the field varied annually). The field in 1969-70
was “Algebra", and I was lucky enough to be invited to participate as a Visiting Professor for the
entire year. Many of the visitors were present for only three weeks, during which such visitors were
obliged to give three lectures per week. One of the year-long visitors, S. A. Amitsur, gave three
lectures a week for the entire academic year. More than half of those lectures were devoted to a
theorem that he had only recently proved. The statement of the theorem could be given in many
formulations, some of which involved noncommutative ring theory (and were thus of interest to
many of those present for the “Algebra year") and one of which involved classical geometries (and
hence was of interest to me, largely because of my masters studies in 1964-65 in Canada). At the
end of his last lecture, Amitsur declared that, from the point of view of a ring theorist, he had
just completed the solution of the overall problem that his lectures had been devoted to. There
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was a stunned silence in the crowd, as none of us in attendance could “connect the dots". Amitsur
sensed our confusion (perhaps he had anticipated it) and then, with a twinkle in his eye, he added
a fuller explanation. His analysis had reduced the overall problem at hand to a problem in group
theory and so, he concluded, our interest in it, as ring-theorists, was now at an end. One by one, the
audience members grinned as the wisdom of Amitsur’s comment sank into their understanding, and
we rose in applause of Amitsur’s great accomplishment. While the preceding five paragraphs concern
much, much lower-level mathematics, I suggest that they have made a similar point, hopefully as
convincingly as Amitsur did in 1970.

The late 1950s and 1960s witnessed what has been called an “invasion" (I would prefer the term
“infusion") of homological algebra into many areas of algebra. This use of homological and categor-
ical predilections has continued and, in my opinion, has enriched much of algebra and its applica-
tions. A principal effect has been that there is now widespread agreement that ring homomorphisms
and algebra homomorphisms should be unital. Of course, one would argue, algebras should be unital
since rings should be unital and, after all, an extension involving commutative rings is an example
of an algebra, is it not? More generally, given a commutative ring R and an R-algebra S (for a com-
mutative ring R, this means that there is a ring homomorphsim f from R to the center of S), it has
long been traditional to view S as a (left) R-module via r · s := f (r)s for all r ∈ R and all s ∈ S. By
taking s := 1, we see that the only way for this module to be unital (and we have been arguing that
modules should be unital) is for f to be unital. Once one agrees that algebra homomorphisms should
be unital, one must agree that ring homomorphisms should be unital (the point being that every ring
is a Z-algebra).

I hope that this section has given the reader some food for thought. When it comes to a discussion
of values, one cannot hope to prove that one’s views are “correct" and that others’ views are “wrong."
I can only hope that this section will be of help to anyone who is hesitating as to whether their rings
(or their modules or their homomorphisms) should be unital. I will have accomplished my goal for
this section if such readers understand better what they may expect to gain or lose as a result of any
particular decision they may make about such matters.

5 Appendix III: Some professional preoccupationswith beginners’ angst

Some of the questions that were raised in Appendix I indicate that many beginning students of cat-
egory theory and/or algebraic geometry express concerns about the use of the definite article “the"
instead of the indefinite articles “a" or “an" in describing a mathematical object that is only well de-
fined up to isomorphism. (Such angst is often manifested in regard to constructions such as AS or
lim−−→i∈I

Ai , and it is only compounded by the use of notation such as lim−−→P ∈Xa
Aa, which contains at

least two such stimuli for concern.) As a beginning graduate student and later in doing my doctoral
research, such worries arose naturally in the course of my reading and my research. For instance,
the nth piece of Amitsur’s cochain complex (cf. [3]) is obtained by applying the units functor U (also
known as Gm) to the tensor product, over a given field K , of n + 1 copies of a field extension L of
K . It is natural to ask what it means to apply a functor to something that is only defined up to
isomorphism, and so I had some concern about the well-definedness of Amitsur’s cochains. That
concern compounded when I needed to address the (co)homology groups inferred from Amitsur’s
cochain complex, since the nth such group was defined as the quotient group of the group of nth

cocycles modulo the group of nth coboundaries. It is natural to ask what it means to be the factor
group G/N when a group G and its normal subgroup N are each only defined up to isomorphism.
Such concerns intensified during the first week of my doctoral research, as part of my assignment
for that week was to read [7] where, inter alia, Amitsur’s field extension K ⊂ L was generalized to any
(perhaps one should add “faithful") commutative algebra (over a commutative ring) and the units
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functor U was generalized to any abelian group-valued functor on a suitable category of algebras. Of
course, the relevant cohomology groups were generalized. For an R-algebra S and a functor F, the
associated nth cohomology group was denoted by Hn(S/R,F). That was quite a first week of work,
as my assignment also included reading a book about profinite groups. (That actually was not as
difficult, even though it mixed algebra with topology, because the relevant inverse limit defining a
profinte completion was truly the inverse limit of some unambiguous things indexed by an unam-
biguous directed set.) My unease was triply compounded, even that first week, because I knew that
my area of doctoral research was not going to be Amitsur cohomology – it was going to be Cech coho-
mology and “the" nth Cech cohomology group of a given object R and a given functor/presheaf F (in
something like a Grothendieck topology T – yes, I also had to quickly absorb M. Artin’s 1962 Har-
vard notes on Grothendieck topologies) is the direct limit of the corresponding Amitsur cohomology
groups Hn(S/R,F) as S ranges over some appropriate directed set of objects drawn from T . I quickly
realized that my advisor should not be bothered with my triply-provoked concerns, but I resolved to
identify the secret by which mathematicians had decided that some super version of the Axiom of
Choice could be used to turn all of those occurrences of what should perhaps have been “a" or an"
into occurrences of “the".

The semester before beginning my doctoral research, I took a very stimulating course on homo-
logical algebra. It was taught by Professor Len Silver and its official textbook was the classic work
by Cartan and Eilenberg. As that work was already 10 years old by then, I realized that it would
be advisable for me to try to understand many of the ideas in Professor Silver’s class in a more gen-
eral categorical setting. Fortunately, one of the sources that I chose to read in order to learn more
about category theory during my “spare time" (what graduate student ever has any spare time?) was
Grothendieck’s classic paper [14], which was then widely known as “Tohoku". Fortunately, in read-
ing (and re-reading) [14], I came across a passage that stuck in my memory. It is on page 133 of [14]
and it is quoted in the next paragraph. By remembering that passage, I was able (a few months later,
when I began my doctoral research) to unlock the “secret" that I had resolved to identify. It turns
out that the “super Axiom of Choice" that I supposed must lie at the crux of the secret has to do with
a well ordered set-theoretic universe. The availability of that universe is due (depending on one’s
point of view) to one or both of the following: Hilbert’s desire to have the benefits of a rather strong
Axiom of Choice, without explicitly committing himself to such an axiom, but instead introducing
(c. 1923) certain operators, dubbed τ and ε, which had certain desirable properties; and Gödel’s
construction (barely 10 years later) of the model V for ZFC set theory which featured a well -ordered
universe. In the next two paragraphs, I will say a little more about the first of these matters, having
to do with Grothendieck’s use of the Hilbert symbol τ . The final three paragraphs will discuss, inter
alia, well-ordered universes.

In [14, page 133], Grothendieck addressed and dismissed some concerns similar to the ones that
were mentioned in the first sentence of this appendix. He focused on the well-definedness of direct
limits in the following passage (the rather literal translation is mine, but the usage of italics is from
the original): “In particular, two direct limits of the same directed system are canonically isomorphic
(in an evident sense), also it is natural to choose, for each directed system that admits a direct limit,
one such direct limit (for example by means of Hilbert’s symbol τ), which we will then denote by
lim−−→A or lim−−→i∈I

Ai and which we will call the direct limit of the given directed system. If I and C are
such that lim−−→A exists for every directed system A indexed by I with values in C, it follows from the
above that lim−−→A is a covariant functor defined on the category of directed systems indexed by I in
C, with values in C." I can only suppose that in referring to “Hilbert’s symbol τ", Grothendieck was
assuming familiarity with an earlier (French language) edition of the appropriate chapter of [6].

My online searches in April 2023 indicated that this year (2023) marks the centennial of Hilbert’s
introduction of the operator τ . In this regard, I would like to mention some recent work of M. Abr-
usci and his collaborators having to do with some philosophical/mathematical questions concerning
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quantification and proof. First, one should acknowledge that there seems to be a widespread im-
pression online to the effect that “Hilbert’s symbol τ" had really originally been Hilbert’s symbol “ε"
and that various workers had decided to change the notation “ε" to “τ" some time before the orig-
inal French edition of the relevant chapter of [6], presumably in order to avoid confusion between
“ε" and the set-theoretic symbol “∈". However, this widespread belief seems to have been refuted
by Abrusci in [1], as can be seen from the following beginning of the author’s (that is, Abrusci’s)
summary of that work: “In section 1, I expose in an informal way the rules – and the logical rules –
on the proofs of the universal statements and existential statements, and the rules – and the logical
rules – on the deductions from these statements. In section 2, I show how Hilbert’s operators τ and
ε allow a representation of the universal statements and existential statements which is strictly re-
lated to the logical rules on the proofs of these statements and to the logical rules on the deductions
from these statements, so that we may say that Hilbert in the introduction of the operators τ and ε
aimed to propose a kind of proof-theoretical representation of the universal statements and existen-
tial statements." In joint work [2] with Pasquali and Retoré two years earlier, Abrusci makes clear
that the set-theoretic foundational concerns of the late 19th century which mathematicians typically
associate with people such as Cantor and Frege (concerns which were only heightened by Hilbert’s
formalist pronouncement in Königsberg in 1930 that “Wir müssen wiesen. Wir werden wissen" –
a belief that was shattered by Gödel’s incompleteness results shortly afterward) are shared and are
still being examined further to this day in some serious research (however remote such research may
seem to be from our daily activities as mathematicians). A sense of the flavor and scope of [2] can
be gotten from its Math. Review by B. H. Mayoh: “Quantifiers are ubiquitous in natural language.
This paper presents many approaches to capturing the complexity of natural language quantifica-
tion and suggests a new proof-theoretic approach. First, the authors discuss the classical universal
and existential quantifiers and why G. F. L. Frege rejected the appealing idea of domain restriction.
Next they present individual concepts, second-order logic and various Hilbert operators. Finally,
they present a section on generalized quantifiers. Many problems remain." If there are any readers
who wish to learn more about some serious, current, professional studies related to the τ and ε op-
erators, I would encourage them to look into the extensive literature on what is nowadays called the
“epsilontic calculus?.

In my experience, a working algebraist can occasionally benefit by attention to foundational mat-
ters. Consider, for example, the following result in category theory: a functor is a categorical equiv-
alence if (and only if) it is fully faithful and essentially surjective. As a doctoral student, I first
came across this result when I read its use by Bass in [5, Chapter II, 1.2] for some work on alge-
braic K-theory. Although Bass did not mention any foundational issues that may arise when using
that categorical result, the only proof that I know of that result requires that some well ordering
be applicable to the domain category of the given functor (certainly a well ordering of the class of
objects of that category, perhaps also something like – or more than – the well ordering of each set
of morphisms with a given domain and a given codomain in that category). Thanks to a famous
result of Gödel [13], there is a model satisfying the ZFC (Zermelo-Frankel and the Axiom of Choice)
foundations whose universe is well ordered.

Some mathematicians have occasionally used the above characterization of a categorical equiva-
lence to conclude that every category is equivalent to a skeletal category, that is, to a category in
which any two isomorphic objects are equal. While this would be acceptable (assuming ZFC) for a
small category (that is, a category whose class of objects is a set), the famous paradoxes of intuitive set
theory have led several mathematicians to conclude that many important categories are not small.
In reading authors such as Grothendieck or Mac Lane (see, especially, [17, pages 23-24 and 30]),
I have often had the impression that they preferred the meaning of “set" to be placed on a “slid-
ing scale", that is, to be adjusted in accordance with the data for the problem at hand. It has been
said that although most mathematicians profess to be formalists in their official pronouncements on
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foundational matters, we tend to think, create and act like Platonists, as though the objects of our
professional attention are “ideal" things, in the spirit of “The Republic of Plato." Is there a better way
to guarantee access to such ideal things than to have a well-ordered universe?

The fact that having a well ordered universe is consistent with ZFC allowed me to access and use
what I called “chosen fields" to construct a functor in [8, Definition 3.8, page 24] which had several
cohomologically useful applications (cf. [8, Chapter I, Theorems 3.10, 3.13 and 5.9]). The “chosen
fields" were also instrumental in my proof of a very useful result [9, Theorem 2.2] stating that for any
field k, in the étale toplogy for Spec(k), there is a left adjoint functor sending presheaves to what may
be called “additive presheaves" in a way that is analogous to the “sheafification" functor that sends
presheaves to sheaves (in a more general context, of course). My research has perhaps had only two
other noteworthy interactions with mathematical logic: in [11, Proposition 2.5 (a)], A. Hetzel and
I worked with countable models to prove the “lifting" result that a ring homomorphism is a chain
morphism if (and only if) it is an n-chain morphism for every positive integer n; and in [10], R. C.
Heitmann and I showed that the answer to a certain question depends on which model of ZFC is
being used. That question asked to determine those infinite cardinal numbers ℵα for which there
exists a field extension K ⊂ L such that ℵα is the supremum of the set of cardinalities that arise as
lengths of chains of intermediate fields contained between K and L. Regardless of whether the reader
has found my anecdotes to be interesting or merely self-indulgent, I should close by pointing out that
there have been several (I would add “other") interesting questions in algebra whose answers depend
on the model of ZFC that is being used. To be brief, let me mention just two of them (in chronological
order). In [20], B. L. Osofsky proved that the global dimension of a countable direct product of fields
is k + 1 if and only if 2ℵ0 = ℵk . In [21], S. Shelah proved that the Whitehead Problem is undecidable;
that is, he proved that there are two axioms, each of which is consistent with ZFC, that give different
answers to the question which asks whether an abelian group A such that Ext1

Z
(A,Z) = 0 must be a

free abelian group.
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Abstract. Since the introduction of n-ideals and J-ideals in commutative rings many different aspects of these ideals have

been investigated. As a generalization the notion of weakly n-ideals and weakly J-ideals was introduced and studied.

Recently it was proved that many of the results are also true for noncommutative rings as a special case of a more general

situation. In a recent paper Khashan et. al introduced the notion of semi n-ideals as a generalization of n-ideals where

n is the prime radical and studied this generalization. In this note we show that these results are special cases of a more

general situation. If ρ is a special radical and R a noncommutative ring then the ideal I of R is a semi ρ-ideal if aRa ⊆ I,
then a ∈ ρ(R) or a ∈ I. This covers a wide spectrum of semi ideals and if ρ is the prime radical we have the notion of semi

n-ideals for noncommutative rings. In this note we prove that most of the results for the semi n-ideals are satisfied for

noncommutative rings as a special case.
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1 Introduction

Throughout this paper, all rings are assumed to be noncommutative with nonzero identity. We recall
that a proper ideal I of a ring R is called semiprime if whenever a ∈ R is such that aRa ⊆ I , then
a ∈ I . In 2017, Tekir, Koc and Oral in [10] introduced the concept of n-ideals of commutative rings.
A proper ideal I of a commutative ring R is called an n-ideal if whenever a,b ∈ R are such that ab ∈ I
and a < P (R), then b ∈ I where P (R) is the prime radical of the ring R. Recently, Khashan and Bani-
Ata in [8] generalized n-ideals by defining and studying the class of J-ideals. A proper ideal I of
R is called a J-ideal if ab ∈ I and a < J(R) imply b ∈ I for a,b ∈ R, where J(R) denotes the Jacobson
radical of R. In [5] Groenewald introduce the notion of ρ-ideals for a noncommutative ring and a
special radical ρ. An ideal I of a noncommutative ring R is a ρ-ideal if for a,b ∈ R such that aRb ⊆ I
and a < ρ(R), then b ∈ I . In [1] the notion of a semi n-ideal is introduced as a new generalization of
the concept of n-ideals by defining a proper ideal I of a commutative ring R to be a semi n-ideal if
whenever a ∈ R is such that a2 ∈ I , then a ∈ P (R) or a ∈ I . Some examples of semi n-ideals are given
and semi n-ideals are investicated under various contexts. In this paper we introduce the notion
of semi ρ-ideals for a special radical ρ and a noncommutative ring R as new generalization of the
concept of ρ-ideals. If I is an ideal of the noncommutative ring R and ρ is a special radical, then
I is a semi ρ-ideal if aRa ⊆ I and a < ρ(R), then a ∈ I. The class of semi ρ-ideals is a generalization
of semiprime and n-ideals. We start Section 2 by giving some examples (see Example 2.4) to show
that this generalization is proper. Next, we determine several characterizations of semi ρ-ideals for
a special radical ρ. In the rest of the paper ρ will always be a special radical. We investigate semi
ρ-ideals under various contexts of constructions such as homomorphic images and idealizations, see
Propositions 5.1 and 5.2. Moreover, for a direct product of rings R = R1 ×R2 × ...×Rk , we determine
all semi ρ-ideals of R, see Theorems 3.2 and 3.3.

In 1978, the concept of semiprime submodules is presented. A proper submodule is said to be
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semiprime if whenever r ∈ R,m ∈M and rRrm ⊆N , then rm ∈N . See [3] for properties of semiprime
submodules. Afterwards, the notions of ρ-submodules are introduced and studied in [5]. A proper
submodule N is called an ρ-submodule of M if whenever rRm ⊆N and r < (ρ(R)M :M), then m ∈N .
As a new generalization of the above structures, in Section 4, we define a proper submodule N of M
to be a semi ρ-submodule if whenever rRrm ⊆N and r < (ρ(R)M :M), then rm ∈N . We illustrate (see
Example 4.7) that this generalization of ρ-submodules is proper.

In what follows, R is a ring (associative, not necessarily commutative and not necessarily with
identity) and M is an R − R-bimodule. The idealization of M is the ring R �M with (R �M,+) =
(R,+)⊕(M,+) and the multiplication is given by (r,m)(s,n) = (rs, rn+ms). R�M itself is, in a canonical
way, an R−R-bimodule andM ' 0�M is a nilpotent ideal of R�M of index 2. We also have R ' R�0
and the latter is a subring of R�M. If I is an ideal of R and N is an R−R-bi-submodule of M, then
I �N is an ideal of R�M if and only if IM +MI ⊆N . If ρ is a special radical, it follows from [11] that
if R is any ring, then ρ(R�M) = ρ(R)�M for all R −R-bimodules M. In Proposition 5.1, we clarify
the relation between semi ρ-ideals of the idealization ring R�M and those of R. For the following
definitions of special radicals and related results we refer the reader to [12].

A class ρ of rings forms a radical class in the sense of Amitsur-Kurosh if ρ has the following three
properties

1. The class ρ is closed under homomorphism, that is, if R ∈ ρ, then R/I ∈ ρ for every I C R.

2. Let R be any ring. If we define ρ(R) =
∑
{I C R : I ∈ ρ}, then ρ(R) ∈ ρ.

3. For any ring R the factor ring R/ρ(R) has no nonzero ideal in ρ i.e. ρ(R/ρ(R)) = 0.

A class M of rings is a special class if it is hereditary, consists of prime rings and satisfies the
following condition (∗) if 0 , I C R, I ∈M and R a prime ring, then R ∈M.

LetM be any special class of rings. The class U (M) = {R : R has no nonzero homomorphic image in
M} of rings forms a radical class of rings and the upper radical class U (M) is called a special radical
class.

Let ρ be a special radical with special class M i.e. ρ = U (M). Now let Sρ =
{
R : ρ(R) = 0

}
. If P

denotes the class of prime rings, then for the special radical ρ it follows from [12] that ρ = U (P ∩Sρ).
For a ring R we have ρ(R) = ∩{I C R : R/I ∈ P ∩Sρ} i.e. ρ has the intersection property relative to the
class P ∩Sρ.

Let I C R, then ρ(R/I) = ρ∗(I)/I for some uniquely determined ideal ρ∗(I) of R with ρ(I) ⊆ I ⊆ ρ∗(I)
and ρ∗(I) is called the radical of the ideal I while ρ(I) is the radical of the ring I.

We also have ρ∗(I) = ρ(R) if and only if I ⊆ ρ(R). Also I = ρ∗(I) if and only if R/I ∈ Sρ.
In what follows let ρ be a special radical with special classM. Hence ρ = U (P ∩Sρ).
The following are some of the well known special radicals which are defined in [12], prime radical

β, Levitski radical L, Kőthe’s nil radicalN , Jacobson radical J and the Brown McCoy radical G.

Definition 1.1. Let ρ be a special radical. A proper ideal I of the ring R is called a ρ-ideal if whenever
a,b ∈ R and aRb ⊆ I and a < ρ(R), then b ∈ I.

In [10] and [8] the notions of n-ideals and J-ideals were introduced for commutative rings.

Definition 1.2. [10, Definition 2.1] and [8, Definition 2.1] If ρ is the prime radical or the Jacobson
radical of a commutative ring, then a proper ideal I of R is a ρ-ideal if whenever a,b ∈ R with ab ∈ I
and a < ρ(R), then b ∈ I.

Remark 1.3. Let R be a commutative ring and I a proper ideal of R. I is a ρ-ideal if and only if a,b ∈ R
with ab ∈ I and a < ρ(R), then b ∈ I.
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2 Semi-ρ-ideals

Definition 2.1. Let ρ be a special radical. A proper ideal I of the ring R is called a semi ρ-ideal if
whenever a ∈ R and aRa ⊆ I, then a ∈ I or a ∈ ρ(R).

Proposition 2.2. If ρ is a special radical, then I is a semi ρ-ideal if I = ρ∗(I) or ρ(R) = ρ∗(I).

Proof. Since I = ρ∗(I) if and only if R/I ∈ Sρ, it is clear that I is a semiprime ideal and hence a semi
ρ-ideal. Now, if ρ(R) = ρ∗(I) we have that I ⊆ ρ(R) and if aRa ⊆ I, then aRa ⊆ ρ(R) and since ρ(R) is a
semiprime ideal, we have a ∈ ρ(R) and hence I is a semi ρ-ideal.

It is known that if R is a commutative ring and ρ is the prime radical then if I is a semi ρ-ideal
then I = ρ∗(I) or ρ(R) = ρ∗(I) (see [1, Proposition 2.2] ). It is not clear if this is also the case for
noncommutative rings.

Since for any special radical ρ and a ring R, ρ(R) is a semiprime ideal, the following properties of
semi ρ-ideals can be easily observed.

Proposition 2.3. For a special radical ρ and a ring R, the following statements hold.
1. Every ρ-ideal is a semi ρ-ideal.
2. Every (weakly) semiprime ideal I is a semi ρ-ideal. The converse also holds if ρ(R) ⊆ I .
3. For every proper ideal I of R, ρ∗(I) is a (semiprime) semi ρ-ideal. In particular, ρ(R) is a semi ρ-ideal

of R.
4. If I is an ideal such that I ⊆ ρ(R), then I is a semi ρ-ideal.
5. If ρ is a special radical and R ∈ Sρ, then an ideal I of R is a semi ρ-ideal if and only if it is a semi-prime

ideal.

However, the converses of 1. and 2. in Proposition 2.3 are not true in general.

Example 2.4. 1. Let ρ be a special radical and R ∈ Sρ. If I is a nonzero ideal of R then I is a semi
ρ-ideal which is not a ρ-ideal. This follows from [5, Proposition 1.5] since I , ρ(R) = {0} .

2. Let ρ = P and R =M2(Z32). I =M2(
〈
16

〉
) is a semi ρ-ideal which is not a semi prime ideal.

Remark 2.5. If R is an Artinian ring, then since β(R) = L(R) = N (R) = J (R)= G(R) the notions of
β,L,N ,J and semi G-ideals are the same. For a commutative ring R, we have β(R) = L(R) = N (R).
Hence for commutative rings the notions semi β, semi L and semiN -ideals are the same.

Next, we give some equivalent conditions that characterize semi ρ-ideals for a special radical ρ.

Theorem 2.6. Let ρ be a special radical and let I be a proper ideal of a ring R. The following state-
ments are equivalent.

1. I is a semi ρ-ideal of R.

2. Whenever a ∈ R with 0 , aRa ⊆ I , then a ∈ ρ(R) or a ∈ I.

3. Whenever a ∈ R with 〈a〉2 ⊆ I , then 〈a〉 ⊆ ρ(R) or 〈a〉 ⊆ I.

4. If A is an ideal of R such that A2 ⊆ I, then A ⊆ ρ(R) or A ⊆ I.

5. If A is an ideal of R such that An ⊆ I for some positive integer n, then A ⊆ ρ(R) or A ⊆ I.

6. If A is a left ideal (right ideal) of R such that A2 ⊆ I, then A ⊆ ρ(R) or A ⊆ I.
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Proof. (1)⇒ (2) This is clear.
(2)⇒ (1) Let a ∈ R such that aRa ⊆ I. If aRa = {0} , then aRa ⊆ ρ(R) and since ρ(R) is a semiprime

ideal, we have a ∈ ρ(R). If 0 , aRa ⊆ I the result follows from (2).
(1)⇒ (3) Let a ∈ R with 〈a〉2 ⊆ I. Now aRa ⊆ 〈a〉2 ⊆ I and we have a ∈ I or a ∈ ρ(R) and hence 〈a〉 ⊆ I

or 〈a〉 ⊆ ρ(R).
(3) ⇒ (4) Let A be an ideal of R such that A2 ⊆ I . Suppose A * ρ(R), then A2

* ρ(R) since ρ(R)
is a semiprime ideal of R. We show that A ⊆ I. Suppose a ∈ A2 and a < ρ(R). Let b be any element
of A. Now 〈b〉2 ⊆ A2 ⊆ I . If b < ρ(R), then b ∈ I from (3). Suppose b ∈ ρ(R). We have (〈a+ b〉)2 ⊆
(〈a〉+ 〈b〉)2 ⊆ 〈a〉〈a〉+ 〈a〉〈b〉+ 〈b〉〈a〉+ 〈b〉〈b〉 ⊆ A2 ⊆ I. Hence 〈a+ b〉 ⊆ I or 〈a+ b〉 ⊆ ρ(R). 〈a+ b〉 * ρ(R)
for if 〈a+ b〉 ⊆ ρ(R), then a ∈ ρ(R) a contradiction. Hence 〈a+ b〉 ⊆ I. Since a ∈ I, we have b ∈ I and
hence A ⊆ I.

(4) ⇒ (5) Let An ⊆ I for some positive integer n. To prove the argument, we use mathematical
induction. If n 6 2 the result follows from (4). Assume that the claim of (4) holds for all 2 < k < n.
We show that it is also true for n. Suppose n is even, say, n = 2t for some positive integer t. Now,
An = (At)2 ⊆ I. From (4) we have At ⊆ I or At ⊆ ρ(R). If At ⊆ ρ(R), then A ⊆ ρ(R) since ρ(R) is a semi
prime ideal of R. If At ⊆ I , then by the induction hypothesis, we conclude that A ⊆ I. Now, suppose n
is odd. Then n+ 1 = 2s for some s < n . Similarly, since (As)2 ⊆ I, (As) ⊆ I or As ⊆ ρ(R). If As ⊆ ρ(R),
then A ⊆ ρ(R) since ρ(R) is a semi prime ideal of R. If At ⊆ I , then by the induction hypothesis, we
conclude that A ⊆ I , so we are done.

(5)⇒ (4) is clear.
(4)⇒ (6) Let T be a left ideal of R such that T 2 ⊆ I . Now TRTR ⊆ T 2R ⊆ I. From (4) TR ⊆ I or

TR ⊆ ρ(R). Since R has an identity, we have T ⊆ I or T ⊆ ρ(R) and we are done.
(6)⇒ (4) is clear.
(4)⇒ (1) Let a ∈ R such that aRa ⊆ I. Now RaRRaR ⊆ I and from (4) we have that a ∈ RaR ⊆ I or

a ∈ RaR ⊆ ρ(R) and we are done.

Lemma 2.7. Let ρ be a special radical and I and J be ideals of R with I, J * ρ(R). Then

1. If I and J are semi ρ-ideals with I2 = J2, then I = J .

2. If I2 is a semi ρ-ideal, then I2 = I .

Proof. 1. Since I2 ⊆ J and I * ρ(R), then by Theorem 2.3, we have I ⊆ J . Similarly, since J2 ⊆ I and
J * ρ(R), we have J ⊆ I . Thus, we have the equality.

2. Since I2 ⊆ I2, I * ρ(R) and I2 is a semi ρ-ideal, we have I ⊆ I2 and so I2 = I .

Proposition 2.8. Let ρ1 and ρ2 be two special radicals such that ρ1 ≤ ρ2, then every semi ρ1-ideal is a semi
ρ2-ideal.

Proof. Let I be a semi ρ1-ideal of the ring R and suppose aRa ⊆ I and a < ρ2(R). Since ρ1 ≤ ρ2,we have
ρ1(R) ⊆ ρ2(R) and therefore a < ρ1(R). Since I is a semi ρ1-ideal, we have a ∈ I and we are done.

Remark 2.9. The converse of Proposition 2.8 is not true in general as can be seen from the following
example. Consider the local ring R = Z〈2〉 = { ab : a,b ∈ Z,2 - b} and let I = 〈4〉〈2〉 = { ab : a ∈ 〈4〉 ,2 - b}.
Since R is a local ring, I is a J -ideal and hence also a semi J -ideal. I is not a semi P -ideal of R. For

example,
(

2
3

)2
∈ I but 2

3 < P (R) = {0} and 2
3 < I.

Proposition 2.10. Let {Ii}i∈∆ be a family of semi ρ-ideals of R, then
⋂
i∈∆
Ii is a semi ρ-ideal of R.

Proof. Let aRa ⊆
⋂
i∈∆
Ii with a < ρ(R) for a ∈ R. Then aRa ⊆ Ii for every i ∈ ∆. Since Ii is a semi ρ-ideal

of R and a < ρ(R), we get a ∈ Ii for every i ∈ ∆. Hence a ∈
⋂
i∈∆

Ii .
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Theorem 2.11. Let R and S be rings and f : R → S be a surjective ring-homomorphism. If ρ is a
special radical, then the following statements hold:

1. If I is a semi ρ-ideal of R and ker(f ) ⊆ I , then f (I) is a semi ρ-ideal of S.

2. If J is a semi ρ-ideal of S and ker(f ) ⊆ ρ(R), then f −1(J) is a semi ρ-ideal of R.

Proof. 1. Let c ∈ S such that cSc ⊆ f (I) and c < ρ(S). Since f is surjective we can choose a ∈ R such
that f (a) = c. Now, cSc = f (a)f (R)f (a) = f (aRa) ⊆ f (I) and since ker(f ) ⊆ I, we have aRa ⊆ I. Because
c < ρ(S) we have a < ρ(R) for if a ∈ ρ(R), then c = f (a) ∈ f (ρ(R) ⊆ ρ(S) since ρ is a special radical. Thus
a < ρ(R) and since aRa ⊆ I and a semi ρ-ideal of R, we get a ∈ I. Hence c = f (a) ∈ f (I) and therefore
f (I) is a semi ρ-ideal of S.

2. Let a ∈ R such that aRa ⊆ f −1(J) and a < ρ(R). Now, f (a)Sf (a) = f (aRa) ⊆ J. We show that
f (a) < ρ(S). Suppose f (a) ∈ ρ(S) and M C R such that R/M ∈ Sρ ∩P . Since f is a surjective homomor-
phism and ker(f ) ⊆ ρ(R) ⊆M, we have f (R)/f (M) ' R/ ker(f )/M/ ker(f ) ' R/M. Hence f (R)/f (M) ∈
Sρ ∩ P and therefore f (a) ∈ f (M). Hence a ∈ M since ker(f ) ⊆ M and therefore a ∈ ∩{I C R : R/I ∈
P ∩Sρ} =ρ(R) which is a contradiction. Since J is a semi ρ-ideal, we have f (a) ∈ J and so a ∈ f −1(J). It
follows that f −1(J) is a semi ρ-ideal of R.

Corollary 2.12. Let ρ be a special radical and let R be a ring and let I,K be two ideals of R with K ⊆ I .
Then the following hold.

1. If I is a semi ρ-ideal of R, then I/K is a semi ρ-ideal of R/K .

2. If I/K is a semi ρ-ideal of R/K and K ⊆ ρ(R), then I is a semi ρ-ideal of R.

3. If I/K is a semi ρ-ideal of R/K and K is a semi ρ-ideal of R, then I is a semi ρ-ideal of R.

Proof. 1. Assume that I is a semi ρ-ideal of RwithK ⊆ I . Let π : R→ R/K be the natural epimorphism
defined by π(R) = r+K . Note that ker(π) = K ⊆ I . Thus, by Theorem 2.11 1., it follows that π(I) = I/K
is a semi ρ-ideal of R/K .

2. Again consider the natural epimorphism π : R → R/K . Since K ⊆ ρ(R), by Theorem 2.11 2.,
I = π−1(I/K) is a semi ρ-ideal of R.

3. This is clear by 2. and Theorem 2.11.

Proposition 2.13. Let ρ be a special radical and let I and J be two semi ρ-ideals in a ring R. If I + J is
proper in R, then I + J is a semi ρ-ideal of R.

Proof. By (1) of Corollary 2.12, I/I∩J is a semi ρ-ideal of R/I∩J . Thus, (I +J)/J � I/I∩J is also a semi
ρ-ideal of R/J . Therefore, by (2) of Corollary 2.12, we conclude that I + J is a semi ρ-ideal of R.

However, if I and J are two semi P -ideals in a ring R, then IJ need not be a semi P -ideal. For
example, while M2(〈2〉) is a semi P -ideal of M2(Z), (M2(〈2〉))2 =M2(〈4〉) is not so.

Let I be a proper ideal of R, then ZI (R) denote the set {r ∈ R : sr ∈ I for some s ∈ R\I}.
Proposition 2.14. Let ρ be a special radical and R a ring with S a non-empty subset of R where 〈S〉 ∩
Zρ(R)(R) = ∅. If I is a semi ρ-ideal of R with S * I , then (I : 〈S〉) is a semi ρ-ideal of R.

Proof. Let a ∈ R such that aRa ⊆ (I : 〈S〉) but a < ρ(R). Then asRas ⊆ aRa〈S〉 ⊆ I for all s ∈ 〈S〉. As I is a
semi ρ-ideal of R, we have either as ∈ ρ(R) or as ∈ I for all s ∈ 〈S〉. If as ∈ ρ(R), then 〈S〉 ∩Zρ(R)(R) , ∅,
a contradiction. Thus, as ∈ I for all s ∈ 〈S〉 and so a ∈ (I : 〈S〉) as required.

Theorem 2.15. Let ρ be a special radical and R a commutative ring. If an ideal I of R is a maximal
semi ρ-ideal satisfying Zρ(R)(R) ⊆ I, then I is semi prime in R. Additionally, if I ⊆ ρ(R), then I = ρ(R)
is a prime ideal.

Proof. The same as [1, Theorem 3.1] by replacing P (R) with ρ(R).
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3 Product of rings

Suppose that R1, R2 are two noncommutative rings with nonzero identities and R = R1 ×R2. Then R
becomes a noncommutative ring with coordinate-wise addition and multiplication. Also, every ideal
I of R has the form I = I1 × I2, where Ii is an ideal of Ri for i = 1,2. Now, we give the following result.

Proposition 3.1. Let R1 and R2 be two noncommutative rings and let ρ be a special radical such that
ρ(R) = ρ(R1)× ρ(R2). Then R1 ×R2 has no ρ-ideals.

Proof. Assume that I = I1 × I2 is a ρ-ideal of R1 × R2, where Ii is an ideal of Ri for i = 1,2. Since
(0,1)R1 ×R2(1,0) ⊆ I1 × I2, (0,1) < ρ(R1 ×R2) = ρ(R1)×ρ(R2) and (1,0) < ρ(R1 ×R2) = ρ(R1)×ρ(R2), we
conclude that (0,1), (1,0) ∈ I and so I = R1 ×R2, a contradiction.

By characterizing semi ρ-ideals of R, the next theorem allows us to build some examples for semi
ρ-ideals which are not ρ-ideals.

Theorem 3.2. Let R1 and R2 be two noncommutative rings and let ρ be a special radical such that
ρ(R) = ρ(R1) × ρ(R2). Then a proper ideal I = I1 × I2 is a semi ρ-ideal of R if and only if one of the
following statements holds.

1. I is a semiprime ideal of R.

2. I1 is a semi ρ-ideal of R1 and I2 = ρ(R2).

3. I2 is a semi ρ-ideal of R2 and I1 = ρ(R1).

Proof. ⇒Suppose I = I1 × I2 is a semi ρ-ideal which is not a semiprime ideal. Hence there exists
(x,y) ∈ R1 × R2 such that (x,y)(R1 × R2)(x,y) ⊆ I1 × I2 but (x,y) < I1 × I2. We show that I1 = ρ(R1) or
I2 = ρ(R2). Assume not. If I1 , ρ(R1) and I2 , ρ(R2), then there exist a ∈ I1\ρ(R1) and b ∈ I2\ρ(R2).
Now (x+a)R1(x+a) = xR1x+xR1a+aR1x+aR1a ⊆ I1 and also (y+b)R2(y+b) ⊆ I2. From this it follows
that (x+ a,y + b)(R1 ×R2)(x+ a,y + b) ⊆ I1 × I2 = I. We have (x,y) < I1 × I2, so without lost of generality
we may suppose x < I1. Hence (x+ a) < I1 and so (x+ a,y + b) < I. Since I = I1 × I2 is a semi ρ-ideal, we
have (x + a,y + b) ∈ ρ(R) = ρ(R1) × ρ(R2). Hence (x + a) ∈ ρ(R1) and (y + b) ∈ ρ(R2) which implies that
(x,y) < ρ(R) since a < ρ(R1) and b < ρ(R2). This is impossible since I is a semi ρ-ideal.

Suppose without loss of generality that I1 , ρ(R1) and I2 = ρ(R2). Let aR1a ⊆ I1 and a < I1. Now,
(a,0)R(a,0) = (aR1a,0) ⊆ I1 × I2 = I. Since (a,0) < I and I a semi ρ-ideal, we have (a,0) ∈ ρ(R) =
ρ(R1)× ρ(R2). Hence a ∈ ρ(R1) and I1 is a semi ρ-ideal of R1. Similarly if I1 = ρ(R1) and I2 , ρ(R2) we
get I2 is a semi ρ-ideal of R2
⇐ If I is a semiprime ideal of R then I is a semi ρ-ideal of R by Proposition 2.6. Suppose I =

I1 ×ρ(R2) with I1 a semi ρ-ideal of R1. Let (a,b) ∈ R = R1 ×R2 such that (a,b)(R1 ×R2)(a,b) ⊆ I1 ×ρ(R2)
and (a,b) < ρ(R) = ρ(R1) × ρ(R2). Now, bR2b ⊆ ρ(R2) and since ρ(R2) is a semiprime ideal, we have
b ∈ ρ(R2). Since (a,b) < ρ(R1) × ρ(R2), it now follows that a < ρ(R1). Since aR1a ⊆ I1 and a < ρ(R1), it
follows that a ∈ I1 from the fact that I1 is a semi ρ-ideal. Hence we have (a,b) ∈ I = I1 × ρ(R2) and
therefore I is a semi ρ-ideal of R.

Generalizing Theorem 3.2 we have the following for a special radical ρ such that ρ(R1 ×R2 × · · · ×
Rn) = ρ(R1)× ρ(R2)× · · · × ρ(Rn).

Theorem 3.3. Let R1,R2, ...,Rn be rings and R = R1 ×R2 × · · · ×Rn, where n > 2. Then a proper ideal I
of R is a semi ρ-ideal if and only if one of the following statements is satisfied.

1. I is a semiprime ideal of R.
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2. I = I1 × I2 · · · × In, where Ik is a semi ρ-ideal of Rk for some k ∈ {1, ...,n} and Ij = ρ(Rj ) for all
j ∈ {1, ...,n}\{k}.

Proof. This follows simmilar to the proof of [1, Theorem 3.3].

4 Semi ρ-submodules

de la Rosa and Veldsman in [4] defined a weakly special class of modules. We follow the definition
in [4] of a weakly special class of modules to define a special class of modules.

Definition 4.1. For a ring R, let KR be a (possibly empty) class of R-modules. Let K = ∪{KR : R a
ring}. K is a special class of modules if it satisfies:

S1 M ∈ KR and I C R with I ⊆ (0 :M)R implies M ∈ KR/I .

S2 If I C R and M ∈ KR/I , then M ∈ KR.

S3 M ∈ KRand I C R with IM , 0 implies M ∈ KI .

S4 M ∈ KR implies RM , 0 and R/(0 :M)R is a prime ring.

S5 If I C R and M ∈ KI , then there exists N ∈ KR such that (0 :N )I ⊆ (0 :M)I .

Following similar techniques of [4], we get the following theorems.

Theorem 4.2. [6, Theoerem 5.1] LetM = ∪MR be a special class of modules. Then,
J = {R: there exists M ∈ MR with (0 : M)R = 0} ∪ {0} is a special class of rings. If ρ is the corre-

sponding special radical, then, ρ(R) := ∩{(0 :M)R :M ∈M}.

Theorem 4.3. [6, Theoerem 5.2] LetJ be a special class of rings and for every ring R, letMR = {M :M
is an R-module, RM , 0 and R/(0 :M)R ∈ J }. IfM = ∪MR, thenM is a special class of modules. If ρ
is the corresponding special radical and M is any R-module, then
ρ(M) := ∩{P ≤M :M/P ∈MR}.

Definition 4.4. [5, Definition 2.4] Let ρ be a special radical and let M be an R-module. The proper
submodule N of M is a ρ-submodule if for all a ∈ R and m ∈M, whenever aRm ⊆N and a < (ρ(R)M :
M), then m ∈N.

Definition 4.5. Let ρ be a special radical and let M be an R−module. The proper submodule N of
M is a semi ρ-submodule if for all a ∈ R and m ∈M, whenever aRam ⊆ N and a < (ρ(R)M : M), then
am ∈N.

Definition 4.6. A submodule N of M is said to be semiprime if N , M and whenever r ∈ R and
m ∈M are such that rRrm ⊆ N , then rm ∈ N. The reader clearly observe that any semi ρ-submodule
of an R-module R is a semi ρ-ideal of R. The zero submodule is always a semi ρ-submodule of M.
Also, see the implications:

ρ-submodule
↘

semi ρ-submodule
↗

semiprime submodule
However, the next examples show that these arrows are irreversible.
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Example 4.7. 1. Consider the submoduleN = 6Z×(0) of the Z-moduleM = Z×Z. Let the special
radical ρ be the prime radical. Now let r < (P (Z)M : M) = (0) and m = (m1,m2) ∈M such that
r2·(m1,m2) ∈ N . Then r2m1 ∈ 6Z, r2m2 = 0. Since 6Z and (0) are semi P -ideals of Z, then
r·(m1,m2) ∈ N and so N is a semi P -submodule of M. On the other hand, we have 2·(3,0) ∈ N
with 2 < (P (Z)M :M) and (3,0) <N and so N is not a ρ-submodule of M.

2. Consider the submodule N =
〈
4
〉
× {0} of the Z-module M = Z8 ×Z. Let r < (P (Z)M : M) and

m = (m1,m2) ∈M such that r2·(m1,m2) ∈ N . It is clear to observe that as
〈
4
〉

is a semi P -ideal
of Z8 and {0} is a semi P -ideal of Z that r(m1,m2) ∈ N. Hence N is a semi P -submodule of M
However, 22·(1,0) ∈N but 2·(1,0) <N and so N is not a semiprime submodule of M.

Proposition 4.8. Let ρ be a special radical and letM be an R-module. For N a submodule ofM and I an
ideal ofR. IfN is a semi ρ-submodule ofM and (ρ(R)M :M) = ρ(R), then (N :M) = {r ∈ R : rm ∈N for every m ∈M}
is a semi ρ-ideal of R.

Proof. Let aRa ⊆ (N :M) where a ∈ R and a < ρ(R). Then we have aRaM ⊆N and so aRam ⊆N for all
m ∈M. Since N is a semi ρ-submodule of M and a < ρ(R) = (ρ(R)M :M), am ∈N for all m ∈M. Thus,
aM ⊆N and so a ∈ (N :M). Therefore, (N :M) is a semi ρ-ideal of R.

Remark 4.9. If (ρ(R)M :M) * ρ(R), then Proposition 4.8 need not be true. Let P be the prime radical.
For the Z module M = Z4 we have P (Z) =(0) and (P (Z)Z4 : Z4) = ((0) : Z4) = 4Z. Now, N = (0) is
clearly a semi P -submodule. (N : M) = ((0) : Z4) = 4Z is not a semi P -ideal of Z. We have 2Z2 ⊆ 4Z
with 2 < 4Z.

In the following proposition, we give a characterization of ρ-submodules for a special radical ρ.

Proposition 4.10. Let ρ be a special radical and letM be an R-module where R is a ring with identity. Let
N be a proper submodule ofM. Then N is a semi ρ-submodule ofM if for any a ∈ R and every submodule
K ofM, we have that aRaK ⊆N with a < (ρ(R)M :M) implies aK ⊆N.

Proof. Suppose aRaK ⊆ N and a < (ρ(R)M : M). Let k ∈ K. Since aRak ⊆ N and N is a semi ρ-
submodule of M, ak ∈N . It follows that aK ⊆N as needed.

Proposition 4.11. Let ϕ :M1→M2 be an R homomorphism. Then

1. If ϕ is surjective and N is a semi ρ-submodule of M1with ker(ϕ) ⊆ N, then ϕ(N ) is a semi ρ-
submodule ofM2.

2. If ϕ is one-to-one and K is a semi ρ-submodule ofM2, then ϕ−1(K) is a semi ρ-submodule ofM1.

Proof. 1. Suppose ϕ(N ) = M2 = ϕ(M1) and m1 ∈ M1. Then ϕ(m1) = ϕ(n) for some n ∈ N and so
(m1 − n) ∈ ker(ϕ) ⊆ N. So m1 ∈ N and we have N = M1 a contradiction. Hence ϕ(N ) is a proper
submodule ofM2. Let r ∈ R andm2 ∈M2 such that rRrm2 ⊆ ϕ(N ) and r < (ρ(R)M2 :M2). Choosem1 ∈
M1 such that ϕ(m1) = m2. Then rRrm2 = rRrϕ(m1) = ϕ(rRrm1) ⊆ ϕ(N ) which implies rRrm1 ⊆ N
as ker(ϕ) ⊆ N. If rM1 ⊆ ρ(R)M1, then rM2 = rϕ(M1) = ϕ(rM1) ⊆ ϕ(ρ(R)M1) = ρ(R)ϕ(M1) = ρ(R)M2.
Hence r ∈ (ρ(R)M2 : M2) a contradiction. Thus r < (ρ(R)M1 : M1). Since N is a semi ρ-submodule,
rm1 ∈N and hence rm2 = ϕ(rm1) ∈ ϕ(N ) as required.

2. Let r ∈ R and m1 ∈ M1 such that rRrm1 ⊆ ϕ−1(K) and r < (ρ(R)M1 : M1). Since ker(ϕ) = 0,
we have ϕ(rRrm1) = rRrϕ(m1) ⊆ K. Moreover, we have r < (ρ(R)M2 : M2) for if rM2 ⊆ ρ(R)M2, then
rϕ(M1) ⊆ ρ(R)ϕ(M1) and so ϕ(rM1) ⊆ ϕ(ρ(R)M1). Now, if x ∈ rM1, then ϕ(x) ∈ ϕ(ρ(R)M1). Hence
(x − y) ∈ ker(ϕ) ⊆ ρ(R)M1 for some y ∈ ρ(R)M1. Hence x ∈ ρ(R)M1 and we have rM1 ⊆ ρ(R)M1 a
contradiction. Since K is a semi ρ-submodule of M2, rϕ(m1) = ϕ(rm1) ∈ K and hence rm1 ∈ ϕ−1(K)
and we are done.
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Corollary 4.12. Let N and L be two submodules of an R-moduleM with L ⊆N .

1. If N is a semi ρ-submodule ofM, then N/L is a semi ρ-submodule ofM/L.

2. If L is a semi ρ-submodule ofM andN/L is a semi ρ-submodule ofM/L, thenN is a semi ρ-submodule
ofM.

3. If L is a ρ-submodule ofM and N/L is a semi ρ-submodule ofM/L, then N is a ρ-submodule ofM.

Proof. 1. Clear by Proposition 4.11.
2. Suppose that rRrm ⊆ N and r < (ρ(R)M : M). If rRrm ⊆ L, then rm ∈ L ⊆ N since L is a semi

ρ-submodule of M. So assume rRrm * L. One can easily observe that r < (ρ(R)M/N : M/N ). N /L is a
semi ρ-submodule of M/L and rRr(m + L) ⊆ N/L, then r(m + L) ∈ N/L. Therefore rm ∈ N and N is a
semi ρ-submodule of M.

3. Similar to 2.

Proposition 4.13. Let {Ni : i ∈ ∆} be a nonempty set of semi ρ-submodules of an R-moduleM. Then
⋂
i∈∆
Ni

is a semi ρ-submodule.

Proof. Suppose rRrm ∈
⋂
i∈∆
Ni for some r ∈ R− (ρ(R)M :M), m ∈M. Since Ni is a semi ρ-submodule of

M, for every i ∈ ∆, we have rm ∈ Ii . Thus rm ∈
⋂
i∈∆
Ni .

5 Idealization

We now show how to construct ρ-ideals using the Method of Idealization. In what follows, R is a
ring (associative, not necessarily commutative and not necessarily with identity) and M is an R−R-
bimodule. The idealization of M is the ring R �M with (R �M,+) = (R,+) ⊕ (M,+) and the multi-
plication is given by (r,m)(s,n) = (rs, rn+ms). R�M itself is, in a canonical way, an R −R-bimodule
and M ' 0 �M is a nilpotent ideal of R �M of index 2. We also have R ' R � 0 and the latter is a

subring of R �M. Note also that R �M is a subring of the Morita ring
[
R M
0 R

]
via the mapping

(r,m) 7→
[
r m
0 r

]
. We will require some knowledge about the ideal structure of R�M. If I is an ideal

of R and N is an R−R-bi-submodule of M, then I �N is an ideal of R�M if and only if IM+MI ⊆N .
If ρ is a special radical, it follows from [11] that if R is any ring, then ρ(R�M) = ρ(R)�M for all

R−R-bimodules M.

Proposition 5.1. For the special radical ρ, let I be an ideal of the ring R. I is a semi ρ-ideal of R if and only
I �M is a semi ρ-ideal of R�M.

Proof. Let (r1,m1) ∈ R�M such that (r1,m1)R�M (r1,m1) ⊆ I �M and (r1,m1) < ρ(R�M) = ρ(R)�M.
Hence r1Rr1 ⊆ I and r1 < ρ(R). Since I is a semi ρ-ideal of R, we conclude that r1 ∈ I and so (r1,m1) ∈
I �M. Consequently I �M is a semi ρ-ideal of R�M.

Conversely, suppose that I �M is a semi ρ-ideal of R�M and let aRa ⊆ I but a < I. Then (a,0)R�
M(a,0) ⊆ I �M and (a,0) < I �M imply that (a,0) ∈ ρ(R�M) = ρ(R)�M. Thus, a ∈ ρ(R) and we are
done.

If I is a semi ρ-ideal of a ring R and N is a R−R-bi-submodule of M with IM +MI ⊆N, then I �N
need not be a semi ρ-ideal of R�M. For example if ρ is the prime radical, 〈2〉 is a semi ρ-ideal of the
ring Z and

{
0
}

is a submodule of the Z-module Z4. But 〈2〉�
{
0
}

is not a semi ρ-ideal of Z�Z4 since

(2,1)Z�Z4(2,1) ⊆ 〈2〉�
{
0
}

but (2,1) < P (Z�Z4) = P (Z)�Z4 and (2,1) < 〈2〉�
{
0
}
.
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Proposition 5.2. Let ρ is a special radical and let I be an ideal of R and N a proper R−R-bi-submodule of
the R−R-bi-moduleM.

1. If I �N is a semi ρ-ideal of R�M, then I is a semi ρ-ideal of R and N is a semi ρ-submodule ofM.

2. If (ρ(R)M : M) = ρ(R) and N is a ρ-submodule of M with IM +MI ⊆ N and I a semi ρ-ideal then
I �N is a semi ρ-ideal of R�M.

Proof. (1) Suppose that I �N is a semi ρ-ideal of R�M. First we show I is a semi ρ-ideal. Let aRa ⊆ I
and a < ρ(R).Then we have (a,0)R�M(a,0) = (aRa,0) ⊆ I�N. Since I�N is a semi ρ-ideal of R�M, and
(a,0) < ρ(R)�M = ρ(R�M) we have that (a,0) ∈ I�N.Hence a ∈ I and it follows that I is a semi ρ-ideal
of R. Now, we show that N is a semi ρ-submodule of M. Let aRam ⊆ N with a < (ρ(R)M : M). Since
a < (ρ(R)M : M), we have a < ρ(R). Then we have (a,0M )R�M(a,0M )(0,m) = (0, aRam) ⊆ I �N with
(a,0M ) < ρ(R�M). Since I�N is a semi ρ-ideal of R�M, we conclude that (a,0M )(0,m) = (0, am) ∈ I�N
and so am ∈N , as needed.

(2) Let (r1,m1) , (r1,m1) ∈ R �M such that (r1,m1)R �M (r1,m1) ⊆ I �N and (r1,m1) < ρ(R �M) =
ρ(R) �M. We have r1Rr1 ⊆ I and r1 < ρ(R). Since I is a semi ρ-ideal of R and r1 < ρ(R), we have
r1 ∈ I. Now, (r1,m1)R �M (r1,m1) = (r1Rr1, r1Rm1 +m1Rr1) ⊆ I �N. Since r1Rm1 +m1Rr1 ⊆ N and
m1Rr1 ⊆ N, we have r1Rm1 ⊆ N . Since r1 < ρ(R) and N is a ρ-submodule of M, we have m1 ∈ N.
Hence (r1,m1) ∈ I �N and I �N is a semi ρ-ideal of R�M.

The condition (ρ(R)M :M) = ρ(R) in Proposition 5.2 2. can not be discarded. For example, consider
the Z-module Z2. Put I = 〈2〉 and N =

{
0
}
. Then I is a semi P -ideal of Z and N is a P -submodule of

Z2. Also note that (P (Z)Z2 : Z2) = 〈2〉 , P (Z) = {0}. However, I �N is not a semi P -ideal of Z�Z2
because (2,1)Z�Z2(2,1) ⊆ I �N , (2,1) < P (Z)�Z2 and (2,1) < I �N .

6 Semi P -ideals (semi n-ideals)

In this section the special radical will be the prime radical. In [1] Khashan et al. introduced the notion
of semi n-ideals for commutative rings with identity element. They investigated many properties of
semi n-ideals.. We show that for the prime radical many of the results proved by Khashan et al. are
also true for noncommutative rings.

In what follows for the noncommutative ring R, P (R) will denote the prime radical of the ring R.
Throughout this section the rings are noncommutative but not necessarily assumed to have a unity

unless indicated.

Definition 6.1. A proper ideal I of a ring R is a semi P -ideal if whenever a ∈ R such that aRa ⊆ I and
a < P (R), then a ∈ I.

If R is a commutative ring, then the notion of a semi P -ideal coincides with a semi n-ideal as been
defined by Khashan et al. in [1].

Proposition 6.2. (see [1, Proposition 2.1]) For a ring R, the following statements hold.
(1) Every P -ideal is a semi P -ideal.
(2) Every (weakly) semiprime ideal I is a semi P -ideal. The converse also holds if P (R) ⊆ I .
(3) For every proper ideal I of R, P ∗(I) is a (semiprime) semi P -ideal. In particular, P (R) is a semi

P -ideal of R.
(4) Any ideal I such that I ⊆ P (R) is a semi P -ideal.
(5) If R is a semiprime ring then an ideal I of R is a semi P -ideal if and only if is a semiprime ideal.
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Example 6.3. In any semiprime ring R the a nonzero ideal I is a semi P -ideal which is not a P -ideal
since I * P (R) = (0) see [5, Proposition 1.5].

Proposition 6.4. (See [1, Proposition 3.2]) Let {Ii}i∈∆ be a family of semi P -ideals of R, then
⋂
i∈∆
Ii is a semi

P -ideal of R.

Proof. This follows from Proposition 2.10 by taking ρ to be the prime radical.

Proposition 6.5. Let P be the prime radical and R a ring with S a non-empty subset of R where 〈S〉 ∩
Zρ(R)(R) = ∅. If I is a semi P -ideal of R with S * I , then (I : 〈S〉) is a semi P -ideal of R.

Proof. This follows from Proposition 2.14 by taking ρ to be the prime radical.

Proposition 6.6. [13, Corollary 4]For any ring R the following are equivalent:

1. R has an unique prime ideal.

2. R is a local ring and J (R) = P (R).

3. Every non invertible element is nilpotent.

Theorem 6.7. The following statements are equivalent for a ring R.

1. P (R) is the unique prime ideal of R.

2. Every proper ideal of R is an P -ideal.

3. R is a local ring and every proper ideal of R is a semi P -ideal.

Proof. (1) ⇒ (3) Let I be any ideal of R and a ∈ R such that aRa ⊆ I. If a ∈ P (R), then we done. If
a < P (R) then it follows from Propostion 6.7 that a < J (R) since P (R) = J (R). Now, since we also
have that R is a local ring, a is an invertible element with inverse b. Now, since a2 ∈ aRa ⊆ I, we have
a = ba2 ∈ I and we are done.

(3)⇒ (1) Let R be a local ring with every proper ideal of R a semi P -ideal. Let M be the unique
maximal ideal of R and P a prime ideal of R. Assume that P * P (R). Since P 2 is a semi P -ideal, it

follows from Lemma 2.7 that P = P 2. From [7, Corollary 4] P =
∞⋂
n=1
P n =

∞⋂
n=1
Mn = (0) , a contradiction.

Hence P = P (R) and is the unique prime ideal of R.
(2)⇒ (3) Let M be a maximal ideal right ideal of R and x ∈M. Since xR1 ⊆M and M is a P -ideal,

then we must have x ∈ P (R) and so M ⊆ P (R) ⊆ J (R) ⊆M. It follows that M = J (R) and R is a local
ring. The other part of (3) follows directly by Proposition 2.3 (1).

(2)⇒ (1) Suppose every proper ideal of R is an P -ideal. Let P be any prime ideal. Now, since P
is a P -ideal and a prime ideal, it follows from [5, Proposition 1.13] that P = P (R). Hence P (R) is the
unique prime ideal of R.

We note that the condition “R is local” in (3) of Theorem 6.7 cannot be omitted. For example, in
the ring M2(Z6) every proper ideal is a semi P -ideal but M2(Z6) has no P -ideals. Also it is known
that in a local ring every proper ideal is a J -ideal see [5, Theoerem 5.6]. In the following example,
we see that we may find a non semi P -ideal in a local ring. Consider the local ring R = Z〈2〉 = { ab :
a,b ∈Z,2 - b} and let I = 〈4〉〈2〉 = { ab : a ∈ 〈4〉 ,2 - b}. R is a local ring but I is not a semi P -ideal of R. For

example,
(

2
3

)2
∈ I but 2

3 < P (R) = {0} and 2
3 < I.
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Proposition 6.8. (See [1, Proposition 3.1]) Let R and S be rings and f : R → S be a surjective ring-
homomorphism. Then the following statements hold:

1. If I is a semi P -ideal of R and ker(f ) ⊆ I , then f (I) is a semi P -ideal of S.

2. If J is a semi P -ideal of S and ker(f ) ⊆ ρ(R), then f −1(J) is a semi P -ideal of R.

Proof. This follows from Theorem 2.11 by taking ρ to be the prime radical.

Corollary 6.9. (see [1, Corollary 3.1]) Let R be a ring and let I,K be two ideals of R with K ⊆ I . Then the
following hold.

1. If I is a semi P -ideal of R, then I/K is a semi P -ideal of R/K .

2. If I/K is a semi P -ideal of R/K and K ⊆ ρ(R), then I is a semi P -ideal of R.

3. If I/K is a semi P -ideal of R/K and K is a semi P -ideal of R, then I is a semi P -ideal of R.

Proof. Follows from Corollary 2.12by taking ρ to be the prime radical.

Proposition 6.10. (see [1, Proposition 3.3]Let ρ be a special radical and let I and J be two semi ρ-ideals
in a ring R. If I + J is proper in R, then I + J is a semi ρ-ideal of R.

Proof. Follows from Proposition 2.13 by taking ρ to be the prime radical.

Theorem 6.11. (see [1, Theorem 3.2]) Let R1 and R2 be two noncommutative rings. Then a proper
ideal I = I1 × I2 is a semi P -ideal of R if and only if one of the following statements holds.

1. I is a semi prime-ideal of R..

2. I1 is a semi P -ideal of R1 and I2 = P (R2).

3. I2 is a semi P -ideal of R2 and I1 = P (R1).

Proof. Follows from Theorem 3.2 by taking ρ to be the prime radical.

Theorem 6.12. (see [1, Theorem 3.3]Let R1,R2, ...,Rn be rings and R = R1 ×R2 × · · · ×Rn, where n > 2.
Then a proper ideal I of R is a semi P -ideal if and only if one of the following statements is satisfied.

1. I is a semiprime ideal of R.

2. I = I1 × I2 · · · × In, where Ik is a semi P -ideal of Rk for some k ∈ {1, ...,n} and Ij = P (Rj ) for all
j ∈ {1, ...,n}\{k}.

Proposition 6.13. Let I be a semi P -ideal of R and N an R−R-bi-submodule of the R−R-bi-module M.
Then

1. I �N is a semi P -ideal of R�M.

2. If (P (R)M :M) = P (R) and N is a semi P -submodule ofM with IM +MI ⊆N, then I �N is a semi
P -ideal of R�M.

Proof. Follows from Proposition 5.1 by taking ρ to be the prime radical.

Proposition 6.14. Let I be an ideal of R and N a proper R−R-bi-submodule of the R−R-bi-moduleM. If
I �N is a semi P -ideal of R�M, then I is a semi P -ideal of R and N is a semi ρ-submodule ofM.

Proof. Follows from Proposition 5.2 by taking ρ to be the prime radical.
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1 Introduction

Throughout this paper D will be an integral domain with quotient field K. We denote by F (D), the
set of nonzero fractional ideals of D. A ∗-operation on D is a mapping I 7−→ I ∗, from F (D) to F (D)
which satisfies the following conditions for a ∈ K\{0} and I, J ∈ F (D) :

1. (a)∗ = (a) and (aI)∗ = aI ∗,

2. I ⊆ I ∗; if I ⊆ J, then I ∗ ⊆ J∗ and

3. (I ∗)∗ = I ∗.

I ∈ F (D) is called a ∗-ideal if I ∗ = I. We use the notation ∗-Max(D) for the set of ∗-ideals which are
maximal among proper integral ∗-ideals of D. An element I of F (D) is called to be ∗-invertible if
(IJ)∗ =D for some J ∈ F (D) or equivalently (II−1)∗ =D,where I−1 = {x ∈ K | xI ⊆D}.We can construct
the ∗-operation ∗s defined by I ∗s =

⋃
{(I ′)∗ | I ′ ∈ F (D), I ′ is finitely generated and I ′ ⊆ I}. We say ∗s

that is the finite type ∗-operation induced by ∗. Also, ∗ is said to be of finite type if ∗ = ∗s i.e., I ∗ = I ∗s
for each I ∈ F (D). For the general theory of ∗-operations, the reader is referred to [4, Sects. 32 and
34]. An important ∗-operation is the υ-operation given by Iυ = (I−1)−1 for each I ∈ F (D). The finite
type ∗-operation induced by the υ-operation is called the t-operation. For f = a0 + · · ·+ anXn ∈ K[X],
Af will denote the D-submodule of K generated by {a0, ..., an}. The set N∗ = {f ∈D[X] | (Af )∗ =D} is a
multiplicatively closed subset of D[X] by [9, Proposition 2.1], and it is easy to see that, N∗ =N∗s .

In this paper, we generalize the notion of ∗-ideal (resp, ∗-invertible) by introducing the concept
of S-∗-ideal (resp, S-∗-invertible). Let I be a fractional ideal of an integral domain D and S a multi-
plicative subset of D. We say that I is S-∗-ideal if there exists an s ∈ S such that sI ∗ ⊆ I ⊆ I ∗. We say
that I is S-∗-invertible if there exists an s ∈ S and a fractional ideal J of D such that sD ⊆ (IJ)∗ ⊆ D,
equivalently there exists an s ∈ S such that sD ⊆ (II−1)∗ ⊆D (Proposition 3.4).

In Section 2, we study basic results of S-∗-ideal, we give an example of an S-∗-ideal which is not
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∗-ideal. We also, show that every S-invertible ideal (recall from [6], that a fractional ideal I of D is
said to be S-invertible if sD ⊆ IJ ⊆ D for some s ∈ S and some fractional ideal J of D) is S-∗-ideal
(Proposition 2.4). An ideal M of D disjoint with S is called S-∗-maximal if it is maximal in the set
of all integral proper S-∗-ideals of D. We prove that every S-∗-maximal ideal of D is a prime ideal of
D (Proposition 2.8). Let D be an integral domain and S a multiplicative subset of D. We say that S
is anti-Archimedean if ∩n≥1s

nD ∩ S , ∅ for every s ∈ S. In [2], the authors generalized this notion by
introducing the concept of weakly anti-Archimedean multiplicative set. According [2], a multiplica-
tive set S of an integral domain D is called weakly anti-Archimedean if for each family (sα)α∈Λ of
elements of S we have (∩α∈ΛsαD)∩ S , ∅. Note that every weakly anti-Archimedean multiplicative
set is anti-Archimedean. The converse is not true as was observed in [3, Example 2.7]. Let D be an
integral domain, ∗ a finite type ∗-operation on D and S a weakly anti-Archimedean multiplicative
subset of D. We show that every integral proper S-∗-ideal of D is included in an S-∗-maximal ideal
of D (Theorem 2.9). In the particular case when S consists of units of D, we get every integral proper
∗-ideal of D is included in a ∗-maximal ideal of D (Corollary 2.10). Let D be an integral domain, ∗ a
finite type ∗-operation on D and S a weakly anti-Archimedean multiplicative subset of D. We prove
that for each S-∗-ideal I of D, I =

⋂
M∈S-∗-Max(D) IDM (Theorem 2.12).

In section 3, we study basic propertis of S-∗-invertible. It’s easy to show that if S consists of units
of D the notions ∗-invertible and S-∗-invertible coincide. Let D be an integral domain, ∗ a finite type
∗-operation on D and S a weakly anti-Archimedean multiplicative subset of D. Let I be a fractional
ideal of D. We show that I is an S-∗-invertible ideal of D if and only if I is S-∗-finite and for each
M ∈ S-∗-Max(D), IDM is a principal ideal of DM (Theorem 3.8). In the particular case when S con-
sists of units of D we recover the folloing known result, I is a ∗-invertible ideal of D if and only if I
is of ∗-finite type and it is t-locally principal (Corollary 3.9). Let D be an integral domain and S a
multiplicative subset of D. It is well-known that for each finitely generated fractional ideal I of D,
(IS )−1 = (I−1)S . We extented this result to S-∗-finite ideal of D. We show that if I is an S-∗-finite ideal
of D, then (IS )−1 = (I−1)S (Proposition 3.10) where ∗ a finite type ∗-operation on D and I a fractional
ideal of D.

2 Basic properties of S-∗-ideals

Definition 2.1. Let D be an integral domain, S a multiplicative subset of D and ∗ a star-operation on
D. A fractional ideal I of D is called S-∗-ideal if there exists an s ∈ S such that sI ∗ ⊆ I ⊆ I ∗.

Example 2.2. 1. Every ∗-ideal is an S-∗-ideal.

2. Let D = Z[X] and I = 2Z+XZ[X]. By [1, Lemma 2.1], it is easy to show that I−1 = (1
2Z)∩Z+

XZ[X]; so Iv = Z[X] which implies that I is not a divisorial ideal of D. Now, let S = {2n | n ∈
N∪ {0}}. Then S is a multiplicative subset of D. Moreover,

2Iv = 2Z[X] ⊆ I ⊆Z[X] = Iv .

Hence I is an S-v-ideal of D. This shows that the converse of (1) is not true in general.

3. Let D be an integral domain, S a multiplicative subset of D and ∗ a star-operation on D. If S
consists of units of D, then the notions of S-∗-ideals and ∗-ideals are coincide.

Let D be an integral domain and S a multiplicative subset of D. Recall from [8] that an ideal I of D
is called S-principal, if sI ⊆ J ⊆ I for some principal ideal J of D and some s ∈ S. The next proposition
collects some properties of S-∗-ideals of an integral domain D.

Proposition 2.3. Let D be an integral domain, S a multiplicative subset of D and ∗ a star-operation on D.
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1. Let S ⊆ T be multiplicative subsets of D. If I is an S-∗-ideal of D, then I is a T -∗-ideal of D.

2. Let S̄ be the saturation of S. Then I is an S-∗-ideal of D if and only if I is an S̄-∗-ideal of D.

3. If I is S-principal, then I is an S-∗-ideal of D.

Proof. (1). Obvious.
(2). The "only if“ part follows from (1). Now, assume that I is an S̄-∗-ideal of D. Then there exists

an s ∈ S̄ such that sI ∗ ⊆ I ⊆ I ∗. Since s ∈ S̄, there exists a t ∈ S such that t = ss′ for some s′ ∈D. Thus

tI ∗ ⊆ sI ∗ ⊆ I ⊆ I ∗,

and hence I is an S-∗-ideal of D.
(3). Since I is S-principal, there exist an s ∈ S and d ∈D such that sI ⊆ dD ⊆ I. This implies that

sI ∗ = (sI)∗ ⊆ (dD)∗ = dD ⊆ I ⊆ I ∗.

Hence I an S-∗-ideal of D.

Recall from [6], that for a multiplicative set S inD, a fractional ideal I ofD is said to be S-invertible
if sD ⊆ IJ ⊆ D for some s ∈ S and some fractional ideal J of D. It is shown that I is an S-invertible
ideal of D if and only if sD ⊆ II−1 ⊆ D for some s ∈ S. It well known that every invertible ideal is a
∗-ideal. Our next Proposition generalize this result.

Proposition 2.4. Let D be an integral domain, ∗ a star-operation on D and S a multiplicative subset of D.
Each S-invertible ideal of D is S-∗-ideal.

Proof. Let I be an S-invertible ideal of D. By [6, Remark 2.4], sJ−1 ⊆ I ⊆ J−1 for some s ∈ S and some
fractional ideal J of D. This implies that

sJ−1 = (sJ−1)∗ ⊆ I ∗ ⊆ (J−1)∗ = J−1.

Thus sI ∗ ⊆ sJ−1 ⊆ I, and hence I is an S-∗-ideal of D.

Example 2.5. Let D be a Prüfer domain, ∗ a star-operation on D and S a multiplicative subset of D.
Then each nonzero S-finite ideal of D is S-∗-ideal. Indeed, let I be an S-finite ideal of D. Then there
exist an s ∈ S and a nonzero finitely generated ideal F of D such that sI ⊆ F ⊆ I. Thus sF−1 ⊆ I−1.
Since D is a Prüfer domain, FF−1 =D; so

sD = sFF−1 ⊆ FI−1 ⊆ II−1 ⊆D

which implies that I is an S-invertible ideal of D.Hence by the previous Proposition, I is an S-∗-ideal
of D.

Let D be an integral domain and S a multiplicative subset of D. We say that S is anti-Archimedean
if ∩n≥1s

nD ∩ S , ∅ for every s ∈ S. In [2], the authors generalized this notion by introducing the con-
cept of weakly anti-Archimedean multiplicative set. According [2], a multiplicative set S of an inte-
gral domain D is called weakly anti-Archimedean if for each family (sα)α∈Λ of elements of S we have
(∩α∈ΛsαD)∩S , ∅. Note that every weakly anti-Archimedean multiplicative set is anti-Archimedean.
The converse is not true as was observed in [3, Example 2.7].

Proposition 2.6. Let D be an integral domain, ∗ a finite type ∗-operation on D and S a weakly anti-
Archimedean multiplicative subset of D. Let (Iα)α∈Λ be a totally ordered family of fractional ideals of D. If
for each α ∈Λ, Iα is S-∗-ideal, then ∪α∈ΛIα is an S-∗-ideal of D.
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Proof. For each α ∈Λ, there exists an sα ∈ S such that sαI ∗α ⊆ Iα . Since S is weakly anti-Archimedean,
∩α∈ΛsαD ∩ S , ∅. Let t ∈ ∩α∈ΛsαD ∩ S. Note that for each α ∈ Λ, tI ∗α ⊆ Iα . We show that t(∪α∈ΛIα)∗ ⊆
∪α∈ΛIα . Let x ∈ (∪α∈ΛIα)∗. Since ∗ is of finite character, there exists a finitely generated subideal J of
∪α∈ΛIα such that x ∈ J∗. Since J is a finitely generated ideal of D, there exists a β ∈Λ such that J ⊆ Iβ .
We have tx ∈ tJ∗ ⊆ tI ∗β ⊆ Iβ ; so tx ∈ Iβ for some β ∈ Λ which implies that t(∪α∈ΛIα)∗ ⊆ ∪α∈ΛIα , and
hence ∪α∈ΛIα is an S-∗-ideal of D.

Notation 2.7. Let D be an integral domain, ∗ a star-operation on D and S a multiplicative subset of
D. An ideal M of D disjoint with S is called S-∗-maximal if it is maximal in the set of all integral
proper S-∗-ideal of D. We denote by S-∗-Max(D) the set of all S-∗-maximal ideals of D.

Proposition 2.8. Every S-∗-maximal ideal of D is a prime ideal of D.

Proof. Let P be an S-∗-maximal ideal of D. Assume that P is not prime, there exist a,b ∈ D\P such
that ab ∈ P . Let I = P + aD and J = P + bD. Since P ( I ⊆ I ∗ ⊆ D, by maximality of P in the set of
all integral proper S-∗-ideal of D, I ∗ = D. In the same way we can prove J∗ = D. This implies that
(IJ)∗ = (I ∗J∗)∗ = D. But IJ = P 2 + aP + bP + abP ⊆ P ; so P ∗ = D. Now, since P is an S-∗-ideal of D, there
exists an s ∈ S such that sP ∗ ⊆ P which implies that sD ⊆ P , a contradiction because P ∩ S = ∅. Hence
P is a prime ideal of D.

Theorem 2.9. Let D be an integral domain, ∗ a finite type ∗-operation on D and S a weakly anti-
Archimedean multiplicative subset of D. Then every integral proper S-∗-ideal of D is included in an
S-∗-maximal ideal of D.

Proof. Let F be the set of all integral proper S-∗-ideals of D. Then F , ∅, since F contain all integral
proper S-principal ideals of D. Now, let (Iα)α∈Λ be a totally ordered family of elements of F . By
Proposition 2.6, ∪α∈ΛIα is an element of F ; so we conclude by Zorn’s Lemma our result.

In the particular case when S consists of units of D, we regain the following well-known result.

Corollary 2.10. Let D be an integral domain and ∗ a finite type ∗-operation on D. Then every integral
proper ∗-ideal of D is included in a ∗-maximal ideal of D.

Lemma 2.11. Let D be an integral domain, ∗ a star-operation on D and S a multiplicative subset of D. Let
(Ik)1≤k≤n be a finite family of fractional ideals of D such that ∩1≤k≤nIk , (0). If for each 1 ≤ k ≤ n, Ik is
S-∗-ideal, then ∩1≤k≤nIk is an S-∗-ideal of D.

Proof. For each 1 ≤ k ≤ n, there exists an sk ∈ S such that skI ∗k ⊆ Ik . Let t = s1s2 · · ·sn. Then t ∈ S
and for each 1 ≤ k ≤ n, tI ∗k ⊆ Ik . For each 1 ≤ m ≤ n, t(∩1≤k≤nIk)∗ ⊆ tI ∗m ⊆ Im. This implies that
t(∩1≤k≤nIk)∗ ⊆ ∩1≤k≤nIk , and hence ∩1≤k≤nIk is an S-∗-ideal of D.

Theorem 2.12. Let D be an integral domain, ∗ a finite type ∗-operation on D and S a weakly anti-
Archimedean multiplicative subset of D. Then for each S-∗-ideal I of D,

I =
⋂

M∈S-∗-Max(D)

IDM .

Proof. Let x be a nonzero element of
⋂
M∈S-∗-Max(D) IDM . Then for each S-∗-maximal ideal M of D,

there exists an sM ∈ D\M such that sMx ∈ I. Let J = D ∩ (1
x I). Then sM ∈ J for each S-∗-maximal ideal

M of D. Moreover, Since I is an S-∗-ideal of D, 1
x I is an S-∗-ideal of D; so by Lemma 2.11, J is an

S-∗-ideal of D. Assume that J , D. Then J is an integral proper S-∗-ideal of D; so by Theorem 2.9,
there exists M ∈ S- ∗ -Max(D) such that J ⊆M which implies that sM ∈ J ⊆M, a contradiction. Thus
J = D which implies that x ∈ I. Hence I ⊆

⋂
M∈S-∗-Max(D) IDM . This completed the proof, since other

inclusion is obvious.
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Corollary 2.13. Let D be an integral domain, ∗ a finite type ∗-operation on D and I a ∗-ideal of D. Then

I =
⋂

M∈∗-Max(D)

IDM .

Remark 2.14. Let I be an S-∗-ideal of an integral domain D, where S is a multiplicative subset of
D and ∗ a star-operation of finite character on D. Then there exits an s ∈ S such that sI ∗ ⊆ I. But
I ∗ =

⋂
M∈∗-Max(D) I

∗DM ; so

s(
⋂

M∈∗-Max(D)

IDM ) ⊆ s(
⋂

M∈∗-Max(D)

I ∗DM ) = sI ∗ ⊆ I ⊆
⋂

M∈∗-Max(D)

IDM .

Hence there exists an s ∈ S such that

s(
⋂

M∈∗-Max(D)

IDM ) ⊆ I ⊆
⋂

M∈∗-Max(D)

IDM .

3 S-∗-invertible ideals

In this section we extended the notion of S-invertible using the ∗-operation and we generalize some
classical results concerning the notion of ∗-invertibility. We begin this section by the following defi-
nition.

Definition 3.1. Let D be an integral domain, ∗ a star-operation on D and S a multiplicative subset of
D. A fractional ideal I of D is called S-∗-invertible if there exists an s ∈ S and a fractional ideal J of D
such that sD ⊆ (IJ)∗ ⊆D.

Example 3.2. Let D = Z +XZ[i][X], S = {2n | n ∈N} and I = 2Z + (1 + i)XZ[i][X]. Since 2 ∈ I, then
2D ⊆ I.D ⊆ D. Which implies that I is S-invertible. On the other part, by [1, Lemma 2.1], it is easy
to show that I−1 = Z+X 1−i

2 Z[i][X]. Thus if II−1 = D, then 1 = P1(0)Q1(0) + · · ·+ Pn(0)Qn(0) for some
P1, ..., Pn ∈ I and Q1, ...,Qn ∈ I−1. But for 1 ≤ j ≤ n, Pj(0) ∈ 2Z and Qj(0) ∈ Z; so 1 = 2m1 + · · · + 2mn,
mj ∈Z. A contradiction. Hence I is not invertible.

Remark 3.3. Let D be an integral domain, ∗ a star-operation on D and S a multiplicative subset of D.

1. Since I ∗ ⊆ Iv for each fractional ideal I of D, every S-∗-invertible ideal of D is S-v-invertible.

2. Note that for a fractional ideal I ofD,we have I is S-∗-invertible if and only if I ∗ is S-∗-invertible.
Indeed, I is S-∗-invertible if and only if sD ⊆ (IJ)∗ = (I ∗J)∗ ⊆D for some s ∈ S and some fractional
ideal J of D if and only if I ∗ is S-∗-invertible.

3. Let I be a fractional S-∗-invertible ideal of D, then there exist an s ∈ S and a fractional ideal J
of D such that sD ⊆ (IJ)∗ ⊆D. We have

sI−1 = (I−1sD)∗ ⊆ (I−1(IJ)∗)∗ = (I−1(IJ))∗ ⊆ J∗.

Moreover, since IJ∗ ⊆ (IJ)∗ ⊆ D, J∗ ⊆ I−1. Thus sI−1 ⊆ J∗ ⊆ I−1. Note that in the same way we can
prove that sJ−1 ⊆ I ∗ ⊆ J−1.

4. By [6, Proposition 2.7], every S-principal ideal of D is S-invertible. This implies that each
S-principal ideal of D is S-∗-invertible.

Proposition 3.4. Let I be a fractional ideal of an integral domain D, S a multiplicative subset of D and ∗ a
star-operation on D. Then I is S-∗-invertible if and only of there exists an s ∈ S such that sD ⊆ (II−1)∗ ⊆D.
In particular, I−1 is also an S-∗-invertible ideal of D.
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Proof. If I is S-∗-invertible, then there exist an s ∈ S and a fractional ideal J of D such that sD ⊆
(IJ)∗ ⊆ D. But by Remark 3.3(3), J∗ ⊆ I−1; so sD ⊆ (IJ)∗ = (IJ∗)∗ ⊆ (II−1)∗ ⊆ D. The other implication is
obvious.

Definition 3.5. Let D be an integral domain, S a multiplicative subset of D and ∗ a star-operation on
D. A fractional ideal I of D is called of S-∗-finite type if there exist an s ∈ S and a fractional finitely
generated ideal F of D such that sI ⊆ F∗ ⊆ I ∗.

Let D be an integral domain and S a multiplicative subset of D. According to [5], D is called
an S-Mori domain if every increasing sequence of integral divisorial ideals of D is S-stationary (an
increasing sequence (Ik)k∈N of ideals of D is called S-stationary if there exist a positive integer n and
an s ∈ S such that for each k ≥ n, sIk ⊆ In [8]). It was shown in [5], that if D is an S-Mori domain,
then for each nonzero fractional ideal I of D, sI ⊆ Jυ ⊆ Iυ for some s ∈ S and some finitely generated
fractional ideal J ofD such that J ⊆ I. This implies that in an S-Mori domain every nonzero fractional
ideal I of D is of S-v-finite type.

Remark 3.6. Let D be an integral domain, ∗ a star-operation on D and S a multiplicative subset of D.
Let I be a fractional ideal of D of S-∗-finite type. Then there exist an s ∈ S and a fractional finitely
generated ideal J of D such that sI ⊆ J∗ ⊆ I ∗. If the star-operation ∗ is of finite character, then we
can suppose that J ⊆ I. Indeed, let J = (a1, ..., an), where ai ∈ I ∗. Then for each 1 ≤ i ≤ n, there exist
a finitely generated subideal Ji of I. Let J ′ = J1 + · · ·+ Jn. Then J ′ is a finitely generated subideal of I.
Moreover, J ⊆ J∗1 + · · ·+ J∗n ⊆ (J ′)∗; so sI ⊆ J∗ ⊆ (J ′)∗ ⊆ I ∗.

Let D be an integral domain and ∗ a star-operation on D. Let I and J be tow fractional ideals of D.
It will known that if ∗ is of finite character, then

(IJ)∗ = ∪{(I ′J ′)∗ | I ′ ⊆ I, J ′ ⊆ J, two finitely generated fractional ideals of D}.

Our next Theorem prove a neccesary and sufficient condition for a fractional ideal to be S-∗-invertible.
This extended a result proved by Kang in [9]. To prove it we need the following Lemma.

Lemma 3.7. Let D be an integral domain, ∗ a finite type ∗-operation on D and S a multiplicative subset of
D. Every S-∗-invertible ideal of D is an S-∗-finite ideal of D.

Proof. Let I be an S-∗-invertible ideal of D. There exist an s ∈ S and a fractional ideal J of D such that
sD ⊆ (IJ)∗ ⊆ D. Since ∗ is of finite character, there exist two finitely generated fractional ideals I ′ and
J ′ of D such that I ′ ⊆ I, J ′ ⊆ J and s ∈ (I ′J ′)∗. This implies that sD ⊆ (I ′J ′)∗ ⊆D. Now by Remark 3.3(3),
s(J ′)−1 ⊆ (I ′)∗ ⊆ (J ′)−1 and sJ−1 ⊆ I ∗ ⊆ J−1. Since J ′ ⊆ J, J−1 ⊆ (J ′)−1; so

sI ⊆ sI ∗ ⊆ s(J ′)−1 ⊆ (I ′)∗ ⊆ I ∗.

Hence I is of S-∗-finite type.

Theorem 3.8. Let D be an integral domain, ∗ a finite type ∗-operation on D and S a weakly anti-
Archimedean multiplicative subset of D. Let I be a fractional ideal of D. Then the following state-
ments are equivalent.

1. I is an S-∗-invertible ideal of D.

2. I is S-∗-finite and for each M ∈ S-∗-Max(D), IDM is a principal ideal of DM .
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Proof. (1)⇒ (2) By Lemma 3.7, I is of S-∗-finite type. Let M be an S-∗-maximal ideal of D. We have
II−1

*M, indeed, if II−1 ⊆M, then sD ⊆ (II−1)∗ ⊆M for some s ∈ S; so s ∈M, a contradiction because
S ∩M = ∅. This implies that (IDM )(I−1DM ) = II−1DM = DM , and thus IDM is an invertible ideal of
DM . Hence IDM is principal since DM is a local ring.

(2) ⇒ (1) By hypothesis, there exist an s ∈ S and a fractional finitely generated subideal J of I
such that sI ⊆ J∗ ⊆ I ∗. Assume that I is not S-∗-invertible. Then (II−1)∗  D; so by Theorem 2.9,
there exist an S-∗-maximal ideal M of D such that (II−1)∗ ⊆M. By hypothesis, IDM is principal, then
IDM = aDM for some a ∈ I. This implies that 1

a I ⊆DM ; so 1
a J ⊆DM . Since J is finitely generated, there

exists a t ∈D\M such that t
a J ⊆D. We have

st
a
I ⊆ st

a
I ∗ ⊆ t

a
J∗ ⊆D.

Thus st
a ∈ I

−1 which implies that st ∈ aI−1 ⊆ II−1 ⊆M. Since t <M, s ∈M because M is a prime ideal
of D by Proposition 2.8. This contradict that M ∩ S = ∅. Hence I is an S-∗-invertible ideal of D.

In the particular case when S consists of units of D we regain the following well-known result
proved by B.G. Kang ([9]).

Corollary 3.9. Let D be an integral domain, ∗ a finite type ∗-operation on D and I a fractional ideal of D.
Then the following statements are equivalent.

1. I is a ∗-invertible ideal of D.

2. I is of ∗-finite type and it is t-locally principal.

Let D be an integral domain and S a multiplicative subset of D. It is well-known that for each
finitely generated fractional ideal I of D, (IS )−1 = (I−1)S . Our next Proposition improves this result.

Proposition 3.10. Let S a multiplicative subset of an integral domain D, ∗ a finite type ∗-operation on D
and I a fractional ideal of D. If I is an S-∗-finite ideal of D, then (IS )−1 = (I−1)S .

Proof. We have always that (I−1)S ⊆ (IS )−1, so we must prove the converse in order to conclude. Since
I is S-∗-finite, there exist an s ∈ S and a finitely generated ideal J ⊆ I such that sI ⊆ J∗ ⊆ I ∗. Thus
J−1 ⊆ 1

s I
−1, and consequently (J−1)S ⊆ (I−1)S . Since J is finitely generated, (J−1)S = (JS )−1. Moreover,

JS ⊆ IS . Thus (IS )−1 ⊆ (JS )−1 = (J−1)S ⊆ (I−1)S , and hence (I−1)S = (IS )−1.

Next, we give a relation between S-t-invertible ideals ofD and t-invertible ideals of the localization
DS , where t- is the t-operation.

Proposition 3.11. Let S a multiplicative subset of an integral domain D and I a fractional ideal of D.

1. If I is an S-t-invertible ideal of D, then IS is a t-invertible ideal of DS .

2. Assume that for each t-finite type ideal J of D, (JS )t∩D = Jt : s for some s ∈ S. Then I is S-t-invertible
if and only if IS is t-invertible and I is an S-∗-finite ideal of D.

Proof. (1). Since I is S-t-invertible, sD ⊆ (II−1)t ⊆ D for some s ∈ S. This implies that DS = ((II−1)t)S .
But ((II−1)t)S ⊆ ((II−1)S )t; so DS = ((II−1)S )t because ((II−1)S )t ⊆DS . Thus DS = (IS(I−1)S )t , and hence
IS is a t-invertible ideal of DS .

(2). The "only if“ part follows from (1) and Lemma 3.7, since t is a finite type ∗-operation. For
the "if“ part, let s ∈ S and J a finitely generated subideal of I such that sI ⊆ Jt ⊆ It . This implies that
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(It)S = (Jt)S . First we show that JS is t-invertible. Since IS is t-invertible, DS = (IS(I−1)S )t . Thus

DS = (IS(I−1)S )t
⊆ ((It)S(I−1)S )t
⊆ ((Jt)S(J−1)S )t
= ((JtJ−1)S )t
⊆ ((JJ−1)S )t
⊆ DS .

This implies that ((JS(J−1)S ))t = ((JJ−1)S )t = DS , hence JS is t-invertible. Now, since JS is t-invertible,
(JS )−1 is of t-finite type; so there exists a finitely generated subideal F of J−1 such that (J−1)S = (JS )−1 =
(FS )t . Thus DS = ((JJ−1)S )t = ((FJ)S )t; so D = ((FJ)S )t ∩D. By hypothesis, D = (FJ)t : s′ for some s′ ∈ S,
which implies that s′D ⊆ (FJ)t . But F ⊆ J−1 ⊆ 1

s I
−1 and J ⊆ I, thus ss′D ⊆ (sFJ)t ⊆ (II−1)t ⊆ D, and

hence I is an S-t-invertible ideal of D.

Proposition 3.12. Let I be a non zero ideal of an integral domain D. Let T be a multiplicatively closed
subset of D and S be a multiplicative subset of D.

1. If I is an S-t-ideal of D, then IT
⋂
D is an S-t-ideal of D.

2. If IT is an S-t-ideal of DT , then IT
⋂
D is an S-t-ideal of D.

Proof. 1. Let I be a S-t-ideal of D. Then sIt ⊆ I for some s ∈ S. We show that s(IT
⋂
D)t ⊆ IT

⋂
D.

Let α ∈ (IT
⋂
D)t , thus there exists a finitely generated fractional ideal F of D contained in

(IT
⋂
D) such that α ∈ Fυ. Since F ⊆ FT ⊆ IT , then sα ∈ s(IT )t and there exists an r ∈ T such that

rF ⊆ I. Then rα ∈ rFυ = (rF)υ ⊆ It ⊆ 1
s I. Hence srα ⊆ I, so sα ⊆ IT , then sα ⊆ IT

⋂
D. Therefore

s(IT
⋂
D)t ⊆ IT

⋂
D.

2. Let IT be an S-t-ideal of DT . Then s(IT )t ⊆ IT for some s ∈ S. We show that s(IT
⋂
D)t ⊆ IT

⋂
D.

Let α ∈ (IT
⋂
D)t , thus there exists a finitely generated fractional ideal J of D contained in

(IT
⋂
D) such that α ∈ Jυ. Since J ⊆ JT ⊆ IT , then sα ∈ s(IT )t . Hence sα ∈ s(IT )t

⋂
D ⊆ IT

⋂
D.

Therefore s(IT
⋂
D)t ⊆ IT

⋂
D.

Let D be an integral domain with quotient field K . Let ∗ be a star operation on D. Let f = a0 + · · ·+
anX

n ∈ K[X], Af will denote the D-submodule of K generated by {a0, ..., an}. The set N∗ = {f ∈ D[X] |
(Af )∗ = D} is a multiplicatively closed subset of D[X]. We defined the ring D[X]N∗ by D[X]N∗ = { fg |
f ∈D[X], g ∈N∗}.

Proposition 3.13. Let ∗ be a ∗-operation on an integral domain D with quotient field K , S be a multiplica-
tive subset of D. Let I be an ideal of D. Then :

1. If I is S-∗-ideal, then there exist s ∈ S such that s(ID[X]N∗
⋂
K) ⊆ I.

2. If I is an S-υ-ideal (resp., S-t-ideal) of D, then I[X]Nυ is an S-υ-ideal (resp., S-t-ideal) of D[X]Nυ .

Proof. 1. Let I be S-∗-ideal. Then sI ∗ ⊆ I, for some s ∈ S. We show that s(ID[X]N∗
⋂
K) ⊆ I. Let

a ∈ (ID[X]N∗
⋂
K). Then ag = f for some g ∈ N∗ and f ∈ I[X]. Hence (a) = (aAg )∗ = (Aag )∗ =

(Af )∗ ⊆ I ∗ ⊆ 1
s I. So sa ∈ I. Therefore s(ID[X]N∗

⋂
K) ⊆ I.

2. Suppose that I is a S-υ-ideal, then sIυ ⊆ I , for some s ∈ S. Then s(I[X]Nυ )υ = sIυ[X]Nυ by [9,
Proposition 2.2]. Hence s(I[X]Nυ )υ ⊆ I[X]Nυ . Therefore I[X]Nυ is a S-υ-ideal of D[X]Nυ . In the
some way we can show that I[X]Nυ is an S-t-ideal of D[X]Nυ .
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1 Introduction

Readers who wish to avoid or defer the reading of pedagogic comments may proceed at once to Sec-
tion 2 (where the reflection property of a parabola is proven) and to Section 3 (where this reflection
property is used to characterize parabolas and arcs thereof).

Conic sections (that is, parabolas, ellipses and hyperbolas) have traditionally been studied for
several reasons at the high school level. Some of those reasons are algebraic, some are geometric,
and some are related to scientific applications. Indeed, those reasons include the following facts:
conics (along with their degenerate cases) are the only possible graphs (in Euclidean plane analytic
geometry) of equations of the form f (x,y) = 0, where f is a second-degree polynomial expression
in x and y; conics (along with their degenerate cases) are the only possible intersections (in three-
dimensional Euclidean geometry) of a plane with a double-napped right circular cone; relative to a
given point F that is not on a given line L, each of the three basic types of conics is characterized as the
set S of points P such that the associated “eccentricity" e (that is, the ratio of the distance between
P and F to the distance between P and L) has a specific constant value, with e = 1 (resp., e < 1;
resp., e > 1) corresponding to S being a parabola (resp., an ellipse; resp., a hyperbola) with F being
a “focus" of S and L being the corresponding “directrix" of S ; and each of the three basic types of
conics has a reflection property with a number of physical applications. Despite all these reasons for
the study of conics to play central roles in the mathematics and science curricula in high school, the
topic of conic sections has received much less coverage in recent years. Indeed, many students now
leave high school with the mistaken impression that parabolas are defined as the graphs (in Euclidean
plane analytic geometry) of equations of the form y = a(x − h)2 + k for suitable a,h,k ∈ R with a , 0;
also with the mistaken impression that ellipses are defined as the graphs (in Euclidean plane analytic
geometry) of equations of the form (x − h)2/a2 + (y − k)2/b2 = 1 for suitable a,b,h,k ∈ R with a , 0
and b , 0; also with similar mistaken impressions as to the variety of the possible equations whose
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graphs (in Euclidean plane analytic geometry) can be hyperbolas; and often not having learned the
reflection property of any of the three basic types of conics. In a short article, one could not hope
to suggest ways to address or to redress all of these (what I consider to be) poor pedagogic decisions
by the planners of some high school curricula. Accordingly, we will focus (pun intended) here on
parabolas, as they are arguably the simplest kind of conic. So, the purpose of this article is twofold:
using the “e = 1" definition of a parabola, to prove that any parabola does have a certain reflection
property; and to show that the just-mentioned reflection property actually characterizes parabolas
(among the family of graphs of sufficiently well-behaved functions in the Euclidean plane).

Neither of the two results mentioned in the above description of the purpose of this article is
new. However, our exposition here is intended to be more accessible and simpler than some other
presentations of these two results, while also indicating a way to reintroduce the currently under-
emphasized topics of rotation and translation of coordinate axes. The next two paragraphs will
provide some details supporting the claims that were made in the preceding sentence.

In Section 2, we state the appropriate reflection property and then prove that any parabola satisfies
that property. For each of the three basic types of conic, the appropriate refection property involves
the notion of a tangential half-line to a graph. That, in turn, involves the notion of a derivative; that,
in turn, requires familiarity with the notion of a limit and experience in calculating the limits of
some difference quotients. While that sort of familiarity and experience is traditionally gained early
in a first course on calculus, the topic of the average rate of change for a non-linear function over
an interval in its domain has recently been introduced in many high schools at or below the level of
a precalculus course. Moreover, several colleges now offer a course that combines precalculus and
calculus. (Such a course may run for three semesters.) Thus, the time seems ripe to offer a proof
that parabolas satisfy the appropriate refection property in a way that assumes only the ability to
differentiate the functions given by f (x) = x2 and g(x) = x1/2 (which are always among the examples
of non-linear functions that one is first taught to differentiate by “using the definition of a deriva-
tive"). The proof in Theorem 2.1 assumes only that much of a prerequisite from calculus-related
material. The figures supporting that proof show horizontal rays that either (i) arrive at a parabola
from “within" and then get directed toward the parabola’s focus or (ii) are the result of rays that are
emitted from that focus and then redirected (“inward") after meeting the parabola. The proof begins
with the geometric observation that rotation and translation of axes allows us to assume that the
directrix is a vertical line, the focus is on the x-axis, and the origin is on the parabola. (Some instruc-
tors may wish to spend extra time to provide the “change of variable" descriptions that pertain to
rotations of axes, as in [5, page 480], and possibly follow that up with guidelines, as in [5, page 482],
for graphing an equation f (x,y) = 0 where f is any second-degree polynomial expression in x and
y.) Thus, the proof reduces to considering the (parabolic) graph of the equation y2 = 4ax for some
nonzero real number a. Most instructors would probably not expect students at or below the level of
first-year calculus to be comfortable with a situation where “x is a function of y." (On the other hand,
honors calculus students would understand that x = y2/(4a), so that dxdy = y

2a , and such students could
be led to an intuitive version of the Inverse Function Theorem which leads to the slope of the tangent
line being

dy

dx
=

1
dx
dy

=
2a
y

when y , 0, that is, except at the origin.) So, most instructors would probably prefer to consider the
top and bottom of the parabola separately. For instance if a > 0, the top (resp., the bottom) of the
parabola is the graph of the function given by f1(x) = 2

√
ax1/2 (resp., by f2(x) = −f1(x)) with domain

[0,∞). With the slope of the tangent line to the parabola at a given point in hand (except when x = 0,
that is, except at the origin), the proof then turns to a formula to measure the angles (regardless
of whether acute, obtuse or right) that are formed at the intersection point of two distinct non-
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parallel lines in the Euclidean plane. This formula involves standard background material on bound
vectors in the Euclidean plane and their dot product; for the sake of completeness, that background
is recalled early in Section 2. (Instructors who would prefer to avoid the use of vectors in their classes
are invited to replace the just-mentioned approach by using instead a slope-heavy approach which
detects right angles via the usual “m1m2 = −1" criterion and measures acute or obtuse angles at an
intersection point of two non-vertical non-perpendicular lines in the Euclidean plane by formulas in
[4, Theorem 2.2]. While our vectorial approach will require use of the inverse cosine function, note
that the alternative use of the just-mentioned formulas in [4] would instead require use of the inverse
tangent function. Although the alternative method that has just been sketched would perhaps seem
slightly more cumbersome (involving more case analyses) than the vectorial method which is used
in the proofs in Sections 2 and 3, the alternative method would, because of its appeal to the formulas
in [4, Theorem 2.2], reflect (another intended pun) my long-standing interest in using the tangent
function (and, as needed, the inverse tangent function) extensively in the curriculum.) Here are
two more pedagogic notes about Section 2. First, if an instructor is willing to ask his/her class to
differentiate the squaring function but does not want those students to differentiate the square root
function or to grapple with the situation where “x is a function of y", then he/she can tweak our
presentation as follows: by rotating and translating axes appropriately, reduce to the situation where
the directrix is a horizontal line, the focus is on the y-axis, and the origin is on the parabola; infer
that the parabola in question is the graph of the equation x2 = 4ay for some nonzero real number a,
that is, the graph of the function given by y = h(x) = x2/(4a); in the spirit of Section 2, draw a graph of
the function h, showing rays that are vertical (instead of the horizontal rays in the figures in Section
2); without having to consider the top and the bottom of the parabola separately, show that the slope
of the tangent line to the parabola is dy

dx = x
2a ; and, finally, adapt the proof in Theorem 2.1 to finish

the proof. Second, for the details of a shorter, but somewhat less accessible, proof of Theorem 2.1
which treats all points of the parabola (except its vertex) at once, albeit at the cost of viewing x as a
differentiable function of y (except at the origin), see Remark 2.2 (c).

Section 3 uses calculus and differential equations to prove that the above-mentioned reflection
property characterizes parabolas (among certain graphs of differentiable functions): see Theorem
3.1 and Remark 3.2 (b)-(c). As noted in the Abstract, this is not a new result, although we do hope
that the reader will find our approach to it to be especially accessible. For more general (and higher-
dimensional) results, two papers of D. Drucker deserve to be mentioned. In [6], Drucker gives a
unified treatment of the reflection properties for all the types of conic sections (and analogues in
three dimensions). That treatment is probably too complicated for beginning students to appreciate,
as many of its proofs feature, inter alia, points at infinity, considerations of limiting positions, the
calculus of polar coordinates, . . . . In the spirit of a unified treatment, [6] considers a parabola as
a kind of limit of a “two foci, two directrices" situation. For an ellipse or a hyperbola, that kind
of situation would be appropriate, even without having to mention a kind of limit. However, to
view a parabola from that standpoint, Drucker resorts to “allowing [one of the foci] to be a point
at infinity" [6, page 326]. Since [6] was not especially intended as a pedagogic paper, the above
comments are not intended as negative criticism. I can say only the following about [7]: although
I have not been able to get a copy of [7], I can report that the Math Review of [7] (available on
MathSciNet of the American Mathematical Society) reported that [7] contains the same two main
theorems as in [6] with the same proofs. I will close this paragraph with two final comments about
Section 3. Firstly, as one can see from the references mentioned in [6], the literature has a number
of other proofs of the characterization result for parabolas, and the interested instructor is invited to
compare those with the presentation in Section 3 before choosing which (if any) approach should be
shown or assigned to his/her class. Lastly, Section 3 ends with a remark which recalls some glorious
characterization results from four basic areas of mathematics, including an instance where the proof
of a characterization result led to a change in the definition of a fundamental concept.
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No doubt, one could also fashion alternative proofs of the main result in Section 2 by using para-
metric methods. The interested reader is invited to do so. An overview of the subject would be
incomplete without mentioning applications of the reflection property of a parabola. This property
has been applied in building various useful items, such as certain headlights and cable television
dishes, in the shape of paraboloids of revolution. For some related worked examples and homework
exercises, see [5, pages 450-452; Exercises 51, 52, 53, 55, pages 453-454; and Exercise 53, page 489].
Readers are also encouraged to find proofs of the reflection properties of an ellipse or a hyperbola in
various calculus textbooks (either as worked examples or as homework exercises, occasionally with
hints).

To close the Introduction, we would like to warmly thank Dr. Michael Saum for providing, at our
request, the LaTeX keystroke instructions that converted our freehand drawings into the figures that
appear in this paper.

2 The reflection property of a parabola

As a student in a “without calculus" physics course during my first year at university in 1960, I
learned the fundamental principle of “geometric optics" (that is, optics simplified by supposing that
light moves in straight lines) which states that “the angle of incidence equals the angle of reflection"
(assuming also that the medium that light had been initially traveling in is essentially the same as
the medium into which the light has been reflected). That wording reflects usage that is reminiscent
of Euclid’s Elements. Nowadays, a more typical statement of that principle would be “the angle of
incidence is congruent to the angle of reflection" or “the radian measure of the angle of incidence
equals the radian measure of the angle of reflection." The following question arises naturally: how
does one define the angle of incidence and the angle of reflection? Anticipating this question, my
physics textbook produced a diagram, augmented only with the statement that these angles were to
be measured “from the normal." Since this course was given in a before-calculus environment, the
diagram showed rays impinging on a (straight) linear “surface" and the “normal" was labeled as the
line (in the plane of the page) that is perpendicular to that linear surface. Unfortunately, unless two
non-parallel lines in the same plane are perpendicular, they meet in a way that creates four non-
right angles, which are easily seen to break naturally into two pairs of congruent angles (by using
the principle that vertically opposite angles are congruent). So, perhaps a clearer formulation of
the physical principle would state that an acute (resp., obtuse) angle of incidence is congruent to an
acute (resp., obtuse) angle of reflection. In any case, mathematicians have decided to measure angles
of incidence or reflection “from the tangent line" instead of “from the normal." To avoid ambiguities
arising from the just-mentioned pairs of congruent angles when two non-perpendicular coplanar
lines intersect, we will broach such topics in terms of “tangential half-lines" and “tangential vectors".
Before introducing these concepts, we will review some elementary material about vectors that will
likely be familiar to most readers, possibly from high school courses on precalculus or physics. (For
a more comprehensive introduction to vectors at the precalculus level, see [5, pages 403-428].) This
material will be used to unambiguously define (and give the radian measure of) the angle between
two nonparallel nonzero vectors in the same plane, which in turn will lead to a precise statement of
a “Principle of reflection". That vectorial approach (and that principle) will be featured in the proofs
of all the main results in Sections 2 and 3. As mentioned in the Introduction, non-vectorial formulas
are also available to measure the angles formed when two nonparallel coplanar lines intersect (cf
[4]). If a reader/instructor wishes to avoid vectorial methods, he/she is invited to adapt the proofs
given below by using the angle-measuring formulas of his/her choice.

Let us work in a fixed Euclidean plane. If P and Q are (possibly equal) points (in that plane), the

bound vector
−−→
PQ , with initial point P and terminal point Q, is the directed line segment going from P
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to Q. (Context clues can usually help the reader to determine whether the overworked symbol
−−→
PQ

is referring to a bound vector or a ray.) Bound vectors are used in applications to represent physical
quantities that have “magnitude" and “direction". The magnitude (also known as the length) of a

bound vector v =
−−→
PQ is denoted by |v| = |

−−→
PQ | and is defined as the distance from P toQ (as calculated

using the standard distance formula from analytic geometry). While every bound vector has a length,

only a nonzero bound vector (that is,
−−→
PQ such that P , Q) has a direction. (At the precalculus level,

the notion of “direction" is treated as being intuitive. For various rigorous approaches to vectors
(both “bound" and “free") and some kindred concepts in contexts that are much more general than
Euclidean spaces, see [3] and the bibliography of that thesis.) The bound vector with initial point
(0,0) and terminal point (1,0) is denoted by i; the bound vector with initial point (0,0) and terminal
point (0,1) is denoted by j. We say that two (possibly equal) bound vectors are equivalent (some
would say “equal") if these bound vectors have the same length and the same direction. A zero vector
(that is, a bound vector of the form

−−→
P P for some point P ) is equivalent to itself and to any other

zero vector, but is not equivalent to any nonzero bound vector. The relation of equivalence on the
set of bound vectors is an equivalence relation. An equivalence class resulting from this equivalence
relation is classically known as a free vector. It is almost always the case that, in practice, one blurs
the distinction between a bound vector and a free vector, calling each simply a “vector".

It is commonly observed that physical quantities with magnitude and direction (such as winds, for
instance) that act at the same point can be added according to what scientists call “the parallelogram
law of vector addition". It is also commonly observed that it is useful to have a “multiplication"

whereby a real number r multiplies a bound vector v =
−−→
PQ to give the bound vector rv =

−−−→
PW such

that |rv| = |r | · |v| and the point W is chosen on the line determined by the points P and Q so that if

r > 0 (resp., if r < 0), then W is on the ray
−−→
PQ (resp., then W is on the ray

−−→
QP ). As degenerate cases,

we agree that 0 ·
−−→
PQ =

−−→
P P for all points P and Q, and that r · −−→P P =

−−→
P P for all r ∈ R and all points

P . In short, rv is a zero vector if and only if either r = 0 or v is a zero vector (or both); and if rv is
not a zero vector, then its length is |r | times the length of v, and its direction is the same as (resp., the
opposite of) the direction of v if r > 0 (resp., if r < 0).

It can be rigorously proven by geometric reasoning (see, for instance, [3] and its bibliography) that
if Pk(xk , yk) are points (for 1 ≤ k ≤ 4) and r ∈R, then: the bound vectors

−−−−→
P1P2 and

−−−−→
P3P4 are equivalent

(again, some would say and write “equal") if and only if x4 −x3 = x2 −x1 and y4 −y3 = y2 −y1; and the

bound vectors r
−−−−→
P1P2 and

−−−−→
P3P4 are equivalent (again, some would say and write “equal") if and only

if x4 −x3 = r(x2 −x1) and y4 − y3 = r(y2 − y1). Blurring the distinction between “free" and “bound", we
infer that one can describe equivalence/equality of vectors, magnitude of vectors, vector addition and
scalar multiplication in terms of “components" as follows (for P1, P2 as above and for a,b,c,d, r ∈R):

−−−−→
P1P2 = (x2 − x1)i + (y2 − y1)j, |−−−−→P1P2 | =

√
(x2 − x1)2 + (y2 − y1)2,

(ai + bj) + (ci + dj) = (a+ c)i + (b+ d)j, and r(ai + bj) = rai + rbj.

Note that |ai + bj| =
√
a2 + b2, by applying the first and second displayed facts. Several other useful

properties of vector addition and scalar multiplication follow easily from the just-displayed proper-
ties. These include the expected behavior of the (free) vector 0 = 0i + 0j (which is equal to (or more
precisely, is represented by) any zero bound vector). One property of scalar multiplication that will
be used often below is that r(sv) = (rs)v for all r, s ∈R and all vectors v. If t is a nonzero real number
and v is a vector, it will be convenient to write v/t instead of (1/t)v, and it will be convenient to often
use the resulting fact that

r(
v
t

) = (
r
t

)v,
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for all r, t ∈R with t , 0 and for all vectors v. Also, as one may expect, vectors form an abelian group
under addition, with neutral element 0 and with additive inverses given by

−(ai + bj) = (−a)i + (−b)j.

We come now to a very useful product of vectors. It is commonly called the dot product, but it is
occasionally called the scalar product (not to be confused with the above “scalar multiplication"!) or
the inner product. This is defined (for a,b,c,d ∈R) as follows:

(ai + bj)·(ci + dj) := ac+ bd.

Notice that the dot product of two vectors is a scalar (that is, a real number). It follows from the
Law of Cosines (cf. [5, page 418]) that if θ is the radian measure of “the angle between two nonzero
nonparallel vectors" v and w, then

cos(θ) =
v·w
|v| · |w|

.

It is of some interest to note that the just-displayed fact can be used to prove the Law of Cosines.
Rather than discuss that further, let us address the “elephant in the room": what is meant by “the
angle between two nonzero nonparallel vectors"? That is an excellent question. Answering it will
dispel the ambiguity that I mentioned earlier is often present in the literature in typical statements
of a principle of reflection. That answer will be given in the next paragraph, after which we will give
a pair of short definitions, then give a precise statement of the principle of reflection, and then prove
the reflection property of parabolas.

Let v and w be two nonzero nonparallel (hence, distinct) vectors. There is no harm (and great

benefit) in viewing these as bound vectors with the same initial point, say with v =
−−→
PQ and w =

−−→
P R

for some pointsQ and Rwhich are distinct from P (and from each other) such that the line L1 passing
through P andQ is not parallel to (and hence is distinct from) the line L2 passing through P and R. If
L1 and L2 are perpendicular, then each of the four angles that are formed by L1 and L2 and that have
vertex P is a right angle, necessarily with radian measure π/2, and this situation of perpendicularity
is characterized by the condition v·w = 0. So, for our needs here, we can assume henceforth that L1
and L2 are not perpendicular. Then the four angles that were mentioned above can be organized as
a pair of (vertically opposite) congruent acute angles and a pair of (vertically opposite) congruent

obtuse angles. Since
−−→
PQ and

−−→
P R are directed line segments, it is absolutely obvious that exactly one

of these four angles deserves to be called “the angle between v and w". Since we are dealing with
angles that are either acute or obtuse, it is also clear that the angle between v and w is the same as
the angle between w and v. Moreover, it follows from the last-displayed formula (in the preceding
paragraph) that that angle is acute (resp., obtuse) if and only v·w > 0 (resp., v·w < 0), the point being
that both |v| and |w| are positive real numbers. Furthermore, if θ is the radian measure of that angle,
then 0 < θ < π, and so the fact that cos |(0,π) is a one-to-one function ensures that

θ = cos−1(
v·w
|v| · |w|

).

The just-displayed fact leads to the following main tool that will be used in our proofs. Let u, v and
w be nonzero vectors, no two of which are parallel. (There is no harm in viewing these three vectors
as having the same initial point.) Let m(∠) denote the radian measure of an angle ∠. Let ∠1 be the
angle between u and w; and let ∠2 be the angle between v and w. Then:

∠1 is congruent to ∠2⇔m(∠1) = m(∠2)⇔

cos(m(∠1)) = cos(m(∠2))⇔ u·w
|u| · |w|

=
v·w
|v| · |w|

.
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The above vectorial background can be used to define the following concept. It will play fun-
damental roles in our statement of the principle of reflection and, hence, in the proofs of the main
results in Sections 2 and 3. Let P be a point on the graph of a differentiable function f : I → R, for

some I ⊆ R. By a tangential vector to f at P , we mean a (bound) vector T =
−−→
PQ , where Q is a point

on the tangent line to the graph of f at P such that Q , P . (The corresponding ray
−−→
PQ is sometimes

called a tangential half-line of f at P .)
In this section and in Section 3, we will use the following precise form of a principle of reflection:
Principle of reflection: In a Euclidean plane, suppose C is a curve, F is a point that is not on C

but is understood to be “inside" C, L is a line that does not intersect C and does not pass through
F and is understood to be “outside" C, P is a point on C, and the tangent line T to C at P exists.

Let T =
−−→
PQ be a tangential vector to f at P . Suppose S is a point that is “outside" C and the ray

R :=
−−→
SP is perpendicular to L. Then the radian measure of the angle between the bound vectors

T and
−−→
P S is equal to the radian measure of the angle between the bound vectors T and

−−→
P F ; that

is, the two just-mentioned angles are congruent. (If S had instead been “inside" C, a context which
is more suggestive of “reflection", an equivalent conclusion is that the two angles in question are
supplementary. Accordingly, I was tempted to call the above principle a “Principle of refraction.")
Suppose one has a context where F is considered to be a “focus of C" and L is considered to be the
“corresponding directrix of C". Then (in view of the above parenthetical comment) the physical

interpretation of the above “Principle of reflection" is the following twofold assertion. If a ray
−−→
R1

comes from “inside" C on a line of action which is perpendicular to L such that
−−→
R1 meets C at P , then

the “reflected" ray which results from that intersection stays “inside" C and passes through F. If a ray
−−→
R2 is emitted from F and meets C at P , then the “reflected" ray which results from that intersection
stays “inside" C, going on a line of action which is perpendicular to L.

We next prove the main result of this section.

Theorem 2.1. Let P be a parabola with focus F and directrix L. Let P be a point on P . Then the
following two assertions are consequences of the above “Principle of reflection":

(a) Let
−→
R be a ray, coming from “inside" P on a line of action which is perpendicular to L, such

that
−→
R meets P at P . Then the “reflected" ray which results from that intersection stays “inside" P

(at least for a while) and passes through F.

(b) Let
−→
R be a ray which is emitted from F and meets P at P . Then the “reflected" ray which results

from that intersection stays “inside" P , going on a line of action which is perpendicular to L.

Proof. Let T be the tangent line to P at P . Fix a tangential half-line corresponding to T (that is, fix a
ray emanating from P which points in one of the two directions of the line T ), and then pick a point

Q on that tangential half-line such thatQ , P . Consider the (bound) vector T :=
−−→
PQ . Let S be a point

on the horizontal line that passes through P and is perpendicular to L such that S , P . Consider the

bound vector
−−→
P S . By the above discussion involving the “Principle of reflection", dot products and

the inverse cosine function, it will be enough to prove that the angle that is between
−−→
P S and T is

congruent to the angle that is between
−−→
P F and T (equivalently, that the radian measures of these

angles have equal cosines).
Our task is to show that a certain pair of angles are congruent. By fundamental principles of

Euclidean geometry, the congruence class of an angle does not change when the coordinate axes are
rotated and/or translated. Thus our task is not changed (but its execution will be computationally
eased) if we rotate the coordinate axes so that the perpendicular from F to L is horizontal (and then,
necessarily, L is vertical), then translate the x-axis vertically so that F is on the (newly-named) x-axis,
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and then translate the y-axis horizontally so that the (newly-named) y-axis intersects the x-axis at
a point that is exactly half-way between F and L. In other words, the origin (for the newly-created
coordinate system that we are about to use) is half-way between F and L. By (other) fundamental
principles of Euclidean geometry, the distance between two (possibly equal) points in a Euclidean
plane does not change when the coordinate axes are rotated and/or translated. It follows that (after
the completion of the above rotation and/or translations of axes), P is (still) the set of points P in the
given Euclidean plane such that the distance from P to F equals the (perpendicular) distance from
P to L. We have arranged that, for some uniquely determined nonzero real number a, the focus has
coordinates (a,0) and the directrix has Cartesian equation x = −a. Consequently, the origin is on P
(since the distance from the origin to F and the distance from the origin to L are each equal to |a|). It
is well known that a Cartesian equation for P is then y2 = 4ax, but for the sake of completeness, we
will establish that fact in the next paragraph.

We are now considering the parabola P with focus F(a,0) and directrix L : x = −a (for some nonzero
a ∈ R). Let P (x,y) be a point in the plane. (This minor abus de langage should not be alarming, as the
present P will, in effect, soon be shown to be the P in the statement of this result.) Using the distance
formula and bearing in mind that distance is nonnegative, we have that P is on P ⇔ the distance
from P to F equals the distance from P to L⇔

√
(x − a)2 + (y − 0)2 = |x − (−a)| ⇔ (x − a)2 + y2 = (x+ a)2 ⇔

x2 − 2ax+ a2 + y2 = x2 + 2ax+ a2 ⇔ y2 = 4ax, as asserted.

The proofs of (a) and (b) can be carried out simultaneously by examining two cases. Case 1 ex-
amines the graph of y2 = 4ax for some a > 0, while Case 2 examines the graph of y2 = 4ax for some
a < 0. The graph pertinent to Case 1 (resp., Case 2) is given in Figure 1 (resp., Figure 2). Notice that
in Figure 1 (that is, for Case 1), the “top" of the parabola is the graph of y = f1(x) := 2

√
ax1/2 and the

“bottom" of the parabola is the graph of y = f2(x) := −f1(x) = −2
√
ax1/2. Similarly, in Figure 2 (that

is, for Case 2), the “top" of the parabola is the graph of y = g1(x) := 2
√
−a(−x)1/2 and the “bottom" of

the parabola is the graph of y = g2(x) := −g1(x) = −2
√
−a(−x)1/2. We have just used the following two

familiar facts: if u > 0 and v > 0, then
√
uv =

√
u
√
v; and if u < 0 and v < 0, then

√
uv =

√
−u
√
−v.

These facts will be used often in the proofs in Section 2 and 3 without further comment.

x2 F(a,0) x4

L : x = −a

P1

P2

P3

P4

P5

P6
P7

y = f1(x) = 2
√
ax1/2

y = f2(x) = −2
√
ax1/2

x

y

Figure 1: y2 = 4ax, with fixed a > 0
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x2F(a,0)x4

L : x = −a

P1

P2

P3

P4

P5

P6
P7

y = g1(x) = 2
√
−a(−x)1/2

y = g2(x) = −2
√
−a(−x)1/2

x

y

Figure 2: y2 = 4ax, with fixed a < 0

It is clear, for both Case 1 and Case 2 (that is, in both Figure 1 and Figure 2), that if P is a point on
the parabola P , then: the tangent line to P at P is vertical⇔ the line segment connecting P and F is
horizontal⇔ P is the origin. Next, observe that the “Principle of reflection" (or any sensible variant
of it) implies that the “angle of incidence" is a right angle if and only if the “angle of reflection" is
a right angle. Since any two right angles are congruent (and so have the same radian measure), it
follows that we have established the assertion for the point P (0,0) in both (a) and (b).

We will next give separate (but similar) proofs for Case 1 and Case 2 for the points P1 (i = 2, . . . ,7).
In Case 1, these named points in Figure 1 have the following coordinates: P2(x2, f1(x2)) with 0 < x2 < a;
P3(a,f1(a)); P4(x4, f1(x4)) with x4 > a; P5(x2,−f1(x2)); P6(a,−f1(a)); and P7((x4,−f1(x4)). In Case 2, these
named points in Figure 2 have the following coordinates: P2(x2, g1(x2)) with a < x2 < 0; P3(a,g1(a));
P4(x4, g1(x4)) with x4 < a; P5(x2,−g1(x2)); P6(a,−g1(a)); and, finally, P7((x4,−g1(x4)). It is clear that
(apart from the origin P1, which has already been treated) any point P on P is of the form Pi for a
uniquely determined i ∈ {2, . . . ,7}.

For both Case 1 and Case 2, the first paragraph of this proof suggests that we should (and we
will) use the following approach to study the situation at/“near" Pi (for 2 ≤ i ≤ 7): since each of the
functions f1, −f1, g1 and −g1 is differentiable at each of the three values of x that are relevant for it,
we will be able (for each i) to find the slope, and hence a Cartesian equation of, the tangent line T
to P at Pi , hence choose a tangential half-line of T that emanates from Pi , choose a point Qi on that
half-line which is distinct from Pi (to ease calculations, we will always take the x-coordinate of Qi to

be 0), consider the bound vector T :=
−−−−→
PiQi , pick a point Si that is “outside" P and on the horizontal

line passing through Pi (hence Si , Pi ; to ease calculations, we will always take the x-coordinate of Si
to be 0), and consider the bound vector

−−−−→
PiQi . As noted above: by the above discussion involving the

“Principle of reflection", dot products and the inverse cosine function, it will be enough to prove (for
2 ≤ i ≤ 7) that

−−−→
PiSi ·T

|
−−−→
PiSi | · |T |

=
−−→
PiF ·T

|−−→PiF | · |T |
;

equivalently, by multiplying through by |T | = |
−−−−→
PiQi |, that

−−−→
PiSi ·T

|
−−−→
PiSi |

=
−−→
PiF ·T

|−−→PiF |
;
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equivalently, that

((
1

|
−−−→
PiSi |

)
−−−→
PiSi ) ·

−−−−→
PiQi =

−−→
PiF ·

−−−−→
PiQi

|−−→PiF |
.

Note that (1/ |
−−−→
PiSi |)

−−−→
PiSi is the unit vector (that is, the vector of length 1) which has the same direction

as
−−−→
PiSi . To further ease the calculations, this unit vector will always be either i or −i. Finally, in the

proofs of Case 1 and Case 2, the proof for the subcase P = P2 also works (by changing subscripts as
needed) for the subcases P = P3 and P = P4; and the proof for the subcase P = P5 can be similarly
tweaked to handle the subcases P = P6 and P = P7. In short, we need only prove (a) and (b) for the
cases P = P2 and P = P5; and to do that, we need only establish the last-displayed equation (for the
appropriate value of i); and to do that, we will begin by choosing the above-mentioned tangential
half-line of T , the points Qi and Si , and the above-mentioned unit vector.

Let us analyze Case 1 for the subcase P = P2. The slope of the tangent line T to P at P is

m := f
′

1(x2) = 2
√
a(

1
2

)(x2)−1/2 =
√
a
√
x2

(> 0),

and so a Cartesian equation for T is

y =m(x − x2) + f1(x2) = (
√
a
√
x2

)(x − x2) + 2
√
a
√
x2.

Thus, the point Q2(0,
√
a
√
x2) is on the tangential half-line of T that emanates from P2 and points

in a somewhat south-westerly direction. Note also that Q2 , P2 (since x2 , 0). Also, the point
S2(0,2

√
a
√
x2) is “outside" P and to the left of P2 on the horizontal line passing through P2, and

so the unit vector in the direction of
−−−−→
P2S2 is −i. Therefore, by the preceding paragraph, it will suffice

to check that

−i·
−−−−→
P2Q2 =

−−−→
P2F ·

−−−−→
P2Q2

|−−−→P2F |
.

We have
−−−−→
P2Q2 = (0 − x2)i + (

√
a
√
x2 − f1(x2))j, and so the left-hand side of the preceding display is

(−1)(−x2) + 0 · (
√
a
√
x2 − f1(x2)) = x2. Next, observe that

−−−→
P2F = (a − x2)i + (0 − f1(x2))j. Hence, the

right-hand side of the preceding display is

((a− x2)i + (0− f1(x2))j) · ((0− x2)i + (
√
a
√
x2 − f1(x2))j)

|(a− x2)i + (0− f1(x2))j|
=

(a− x2)(−x2) + (−2
√
a
√
x2)(
√
a
√
x2 − 2

√
a
√
x2)√

(a− x2)2 + (−2
√
a
√
x2)2

=

−ax2 + x2
2 + 2ax2√

a2 − 2ax2 + x2
2 + 4ax2

=
ax2 + x2

2√
(a+ x2)2

=
(a+ x2)x2

a+ x2
= x2,

as desired.
To complete the analysis for Case 1, we now address its subcase P = P5. Its proof will have essen-

tially the same tempo as the above proof for the subcase P = P2. The slope of the tangent line T to P
at P (= P5(x2,−2

√
a
√
x2)) is

m := f
′

2(x2) = −f
′

1(x2) = −
√
a
√
x2

(< 0),
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and so a Cartesian equation for T is

y =m(x − x2) + (−f1(x2)) = (−
√
a
√
x2

)x −
√
a
√
x2.

Thus, the point Q5(0,−
√
a
√
x2) is on the tangential half-line of T that emanates from P5 and points

in a somewhat north-westerly direction. As in the earlier subcase, we also see that Q5 , P5. Also, the
point S5(0,−2

√
a
√
x2) is “outside" P and is to the left of P5 on the horizontal line passing through P5,

and so the unit vector in the direction of
−−−−→
P5S5 is −i. Therefore, by the preceding paragraph, it will

suffice to check that

−i·
−−−−→
P5Q5 =

−−−→
P5F ·

−−−−→
P5Q5

|−−−→P5F |
.

We have −−−−→
P5Q5 = (0− x2)i + (−

√
a
√
x2 − (−2

√
a
√
x2))j = −x2 i +

√
a
√
x2 j,

and so the left-hand side of the next-to-last display is

(−1)(−x2) + 0 ·
√
a
√
x2 = x2.

Next, observe that

−−−→
P5F = (a− x2)i + (0− (−2

√
a
√
x2))j = (a− x2)i + 2

√
a
√
x2 j.

So, the right-hand side of the next-to-next-to-next-to-last display is

((a− x2)i + 2
√
a
√
x2 j) · (−x2 i +

√
a
√
x2 j)

|(a− x2)i + 2
√
a
√
x2 j|

=

(a− x2)(−x2) + (2
√
a
√
x2)(
√
a
√
x2)√

(a− x2)2 + (2
√
a
√
x2)2

,

which simplifies to x2 (by tweaking the corresponding step in the above proof for the subcase of P2),
as desired. This completes the proof for Case 1.

An experienced geometer or analyst may wish to argue (“conformally" while invoking symmetry)
that the assertions for Case 2 follow from the corresponding assertions for Case 1, since the radian
measure of an angle is preserved (up to algebraic sign) by any Euclidean reflection. However, in
the interest of recording a self-contained proof for less experienced readers/students, we will next
outline a rather detailed proof for Case 2. (It would be appropriate for many instructors/classes
to assign some or all of the finer details of the proof that is heavily sketched below for Case 2 as
homework or as questions on examinations.) This will be done by adapting the method of proof that
was used above for Case 1. That overall approach will play a key role in the proof of Theorem 3.1
(which will give a partial converse for the assertions in Case 1 when P is of the form P1, P2, P3 or P4)
and Remark 3.2 (giving similar partial converses for the other subcases).

We next analyze Case 2 for the subcase P = P2. Recall that the relevant graph containing P2 is
that of the function given by y = g1(x) = 2

√
−a(−x)1/2 for x ≤ 0. In particular, P2 has coordinates

(x2,2
√
−a√−x2). For some students, the treatment of the functions g1 and g2 in Case 2 will seem

slightly harder than the corresponding treatment of f1 and f2 had been in Case 1 because of the
presence of “(−x)1/2" in the formula for g1(x). Indeed, while those familiar with the standard rules
from differential calculus (including the chain rule) can easily check that the derivative (with respect
to x) of

√
−x is −1/(2

√
−x) whenever x < 0, instructors may wish to plan to spend extra time with
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beginning students who are expected to calculate this derivative as an explicit limit of difference
quotients. With that formula for the derivative of

√
−x in hand, one sees easily that the slope of the

tangent line T to P at P2 is

m := g
′

1(x2) = −
√
−a
√−x2

(< 0);

it follows that a Cartesian equation for T is

y =m(x − x2) + (g1(x2)) = (−
√
−a
√−x2

)x+
√
−a
√
−x2.

(Note that the simplification that was used in the preceding calculation depended on the fact that
x2/
√−x2 = −√−x2. Similar facts will be used later in this proof.) Thus, the point Q2(0,

√
−a√−x2)

is on the tangential half-line of T that emanates from P2 and points in a somewhat south-easterly
direction. As above, we also see that Q2 , P2. Also, the point S2(0,2

√
−a√−x2) is “outside" P and to

the right of P2 on the horizontal line passing through P2, and so the unit vector in the direction of
−−−−→
P2S2 is i. Therefore, by tweaking the preceding reasoning, it will suffice to check that

i·
−−−−→
P2Q2 =

−−−→
P2F ·

−−−−→
P2Q2

|−−−→P2F |
.

Note
−−−−→
P2Q2 = −x2 i−

√
−a√−x2 j and

−−−→
P2F = (a−x2)i−2

√
−a√−x2 j. The left-hand side of the last display

simplifies to −x2. The right-hand side of the last display simplifies to

(a− x2)(−x2) + (−2
√
−a√−x2)(−

√
−a√−x2)√

(a− x2)2 + (−2
√
−a√−x2)2

=

−ax2 + x2
2 + 2ax2√

a2 − 2ax2 + x2
2 + 4ax2

=
ax2 + x2

2√
(a+ x2)2

=
(a+ x2)x2

|a+ x2|
=

(a+ x2)x2

−(a+ x2)
=

−x2, as desired.
To complete the analysis for Case 2, we now address its subcase P = P5. Only minor changes

will be needed in adapting the proof for the preceding subcase. The relevant graph containing P5
is that of the function given by y = g2(x) = −2

√
−a(−x)1/2 for x ≤ 0. In particular, P5 has coordinates

(x2,−2
√
−a√−x2). The slope of the tangent line T to P at P5 is

m := g
′

2(x2) =
√
−a
√−x2

(> 0);

it follows that a Cartesian equation for T is

y =m(x − x2) + (g2(x2)) = (
√
−a
√−x2

)x −
√
−a
√
−x2.

Thus, the point Q5(0,−
√
−a√−x2) is on the tangential half-line of T that emanates from P5 and points

in a somewhat north-easterly direction. Note that Q5 , P5. Also, the point S5(0,−2
√
−a√−x2) is

“outside" P and to the right of P5 on the horizontal line that passes through P5, and so the unit vector

in the direction of
−−−−→
P5S5 is i. Therefore, by tweaking the above reasoning, it will suffice to check that

i·
−−−−→
P5Q5 =

−−−→
P5F ·

−−−−→
P5Q5

|−−−→P5F |
.
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Note
−−−−→
P5Q5 = −x2 i+

√
−a√−x2 j and

−−−→
P5F = (a−x2)i+2

√
−a√−x2 j. The left-hand side of the last display

simplifies to −x2. The right-hand side of the last display simplifies to

(a− x2)(−x2) + (2
√
−a√−x2)(

√
−a√−x2)√

(a− x2)2 + (2
√
−a√−x2)2

.

With very minor changes, the reasoning from the last subcase can be used to show that the last display
simplifies to −x2, as desired. The proof is complete.

Remark 2.2. (a) Our contention that the strategy implemented in the proof of Theorem 2.1 actually
gives a proof of Theorem 2.1 follows from some foundational facts about Euclidean plane geometry,
including the “Plane Separation Axiom" (in short, the PSA). To see this, let π be a Euclidean plane and
let T be a line in π. According to the PSA, T separates π\T into two half-planes, π1 and π2. (In detail,
this can be done in a unique way, apart from permuting the labels “π1" and “π2", by requiring that π1
and π2 are nonempty, disjoint convex sets such that any closed line segment with one endpoint in π1
and its other endpoint in π2 must intersect T nontrivially. Colloquially, one views π1 and π2 as the
subsets of π\T that lie on “opposite sides of" T .) Let P andQ be distinct points on T . Let S be a point
in π1 (and so S , P ). Let F be a point in π2 (and so F , P ). Then (by appropriate facts/postulates
concerning angles in Euclidean plane geometry), there exists a unique ray

−→
R emanating from P and

pointing into π2 such that F lies on
−→
R and the angle between

−−→
PQ and

−−→
P S is congruent to the angle

between
−−→
PQ and

−−→
P F .

(b) The statement of Theorem 2.1 referred to planar points that are either “inside" or “outside" a
parabola P . As the Jordan Curve Theorem does not apply to P , some readers/students may wonder
if some unspecified geometric intuition is being assumed in order to explain what is meant by these
“sides" of a parabola. The answer is in the negative, as these sides can be defined in a geometrically
rigorous way as follows, in terms of the vertex V , the focus F and the directrix L of P . By defining
the set of points “outside" P in a given Euclidean plane R

2 (containing P ) as being the set-theoretic
complement in that plane of the union of P and the set of points (in that plane) that are “inside"
P , our task is reduced to defining the set of points of R2 that are “inside" P . That, in turn, can be
done as follows. The inside of P consists of the points (in the given plane) of the form I which can

be obtained as follows. Consider any point U on the ray
−−→
VF (in the given plane) such that U , V ;

let L∗ denote the line (in the given plane) that passes through U and is parallel to L; let V and W
denote the two (necessarily distinct) points where L∗ intersects P ; and then let I be any point on L∗

that is strictly between V and W . This definition has the following analytic interpretation in case P
is the graph of y2 = 4ax for some a > 0 (resp., for some a < 0), as the vertex of P is then the origin: a
point (x,y) is inside P if and only if x > 0 and −2

√
a
√
x < y < 2

√
a
√
x (resp., if and only if x < 0 and

−2
√
−a
√
−x < y < 2

√
−a
√
−x).

(c): We could have proven Theorem 2.1 by studying parabolas P that arise as graphs of equations
of the form x2 = 4ay (either for some a > 0 or for some a < 0), supported by the obvious analogues of
Figure 1 and Figure 2 (in which the horizontal rays in Figure 1 and Figure 2 would be replaced by
vertical rays). As that approach involves the graph of the differentiable function given by y = h(x) =
x2/(4a), it would seem to require fewer (sub)cases than were used in the above proof of Theorem 2.1.
Instructors/readers preferring such an approach are invited to carry out the obvious analogues of
what we will do in the next two paragraphs (which will continue to address y2 = 4ax, together with
Figure 1 and Figure 2).

This paragraph begins an alternative proof of Theorem 2.1 that would be appropriate for an au-
dience that is comfortable with “x being a function of y" and an ensuing derivative of x with respect
to y. For any nonzero real number a, the graph of the equation y2 = 4ax is, of course, the graph of
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the function given by x = λ(y) := y2/(4a). As above, Figure 1 (resp., Figure 2) depicts the situation
where a > 0 (resp., a < 0). The reflection behavior involving the point P1(0,0) can be handled as in the
earlier proof (essentially because, at P1, both the “angle of incidence" and the “angle of reflection" are
right angles). We next address whether all the other points Pi (for 2 ≤ i ≤ 7) can be handled at once
(rather than considering several similar (sub)cases).

Let P (x0, y0) be any Pi (for 2 ≤ i ≤ 7). As neither of the coordinates of P is 0, we have

dx
dy

=
2y
4a

=
y

2a
at P , and so, by the Inverse Function Theorem,

dy

dx
=

1

(dxdy )
=

2a
y

at P .

(Some care is needed in applying the Inverse Function Theorem. In first-year courses on calculus,
that result is often stated for a strictly monotonic function that is defined on a closed interval and has
a never-zero derivative over that entire interval (cf. [11, Theorem 6.2.3]). Although the given P could
be handled via this form of the Inverse Function Theorem by devising a suitable closed interval,
it would probably be less troublesome for students if an instructor would use a text on advanced
calculus, such as [12, Theorem II, page 70], where the ambient interval is not assumed to be closed.)
Thus, we find that the slope of the tangent line T to P at P is 2a/y0. Rather than giving a Cartesian
equation for T , let us, instead, identify one of the tangential half-lines of T emanating from P as

being the ray
−−→
PQ , where Q is the point (x0 + y0, y0 + 2a) on T . (These coordinates for Q were found

by starting at P and then “running" y0 units and “rising" 2a units.) Note that Q , P , since y0 , 0
(alternatively, since 2a , 0). Consider the point S(0, y0) which is “outside" P on the horizontal line
that passes through P . Note that S , P , since x0 , 0. We have the (bound) vectors

T :=
−−→
PQ = y0 i + 2aj,

−−→
P S = −x0 i, and

−−→
P F = (a− x0)i− y0 j.

As explained above (see also parts (a) and (b) of this remark), an (alternative) proof of Theorem 2.1
requires only a proof that

−−→
P S ·T

|
−−→
P S |

=
−−→
P F ·T

|−−→P F |
; equivalently, that

−x0y0 + 0(2a)√
(−x0)2 + 02

=
(a− x0)y0 + (−y0)(2a)√

(a− x0)2 + (−y0)2
; equivalently, that

−x0y0

√
a2 − 2ax0 + x2

0 + y2
0 =

√
(−x0)2[−x0y0 − ay0]; equivalently, that

(
−y2

0y0

4a
)

√
a2 −

y2
0

2
+

y4
0

16a2 + y2
0 = (

y2
0

4|a|
)[−(

y2
0

4a
)y0 − ay0]; equivalently, that√

a2 + y2
0

2 + y4
0

16a2

a
=

y2
0

4a + a
|a|

.

The right-hand side of the last display simplifies to

(
y2

0
4a + a
a

)(
a
|a|

) =

y2
0

4|a| +
a2

|a|
a

=

√
( y

2
0

4|a| +
a2

|a| )
2

a
=√

y4
0

16|a|2 + 2y2
0a

2

4|a|2 + a4

|a|2

a
=

√
y4

0
16a2 + y2

0
2 + a2

a
,

which clearly equals the corresponding left-hand side. This completes the alternative proof of Theo-
rem 2.1.
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3 The reflection property characterizes parabolas

We begin the section with a result which shows, by building on Theorem 2.1, how certain reflection
properties serve to characterize what could be considered “half a parabola." The rest of the section
explains how to adapt our methods in order to characterize all of, or selected arcs of, a parabola. Be-
sides some expected uses of reflection properties, the novelty in Section 3 is the relevance of ordinary
differential equations and the concomitant need to solve certain initial value problems.

Theorem 3.1. Let 0 < a ∈ R. Working in a fixed Euclidean plane R
2, let F be the point with coordi-

nates (a,0), let L be the line with Cartesian equation x = −a, let f : [0,∞)→ R be a function, and let
Γ be the graph of f . Suppose that f is differentiable on (0,∞), f is continuous at x = 0, f (0) = 0, f is
strictly monotonic increasing and f

′
(x) , 0 for all x > 0. Suppose also that Γ has a vertical tangent line

at the origin. For each point P on Γ , let T = TP denote the tangent line to Γ at P , let
−→
R =

−→
R P denote

a fixed tangential half-line induced by T (and emanating from P ), let Q = QP be a chosen point on
−→
R such that Q , P , and also let S = SP be a point that is “outside" Γ and on the horizontal line that
passes through P and is perpendicular to L such that S , P . Then the following five conditions are
equivalent:

(1) f (x) = 2
√
a
√
x for all real numbers x ≥ 0;

(2) Γ is the “top half" of the parabola with focus F and directrix L;
(3) For each point P on Γ (with T ,

−→
R , Q, and S associated to P , Γ and L as above), the angle that is

between the bound vectors
−−→
P S and

−−→
PQ is congruent to the angle that is between the bound vectors

−−→
P F and

−−→
PQ ;

(4) For each point P on Γ (with T ,
−→
R , Q, and S associated to P , Γ and L as above),

((
1

|
−−→
P S |

)
−−→
P S ) ·

−−→
PQ =

−−→
P F ·

−−→
PQ

|−−→P F |
;

(5) Let P be a point on Γ . Then the following two reflection properties hold:

(i) If
−→
L is a ray coming from “inside" Γ on a line of action which is perpendicular to L such that

−→
L meets Γ at P , then the “reflected" ray which results from that intersection stays “inside" Γ (at least
for a while) and passes through F;

(ii) If
−→
L is a ray which is emitted from F and meets Γ at P , then the “reflected" ray which

results from that intersection stays “inside" Γ (at least for a while), going on a line of action which is
perpendicular to L.

Proof. Since f is strictly monotonic increasing, it follows easily from the definition of a derivative as
a limit that there does not exist ξ > 0 such that f

′
(ξ) < 0. Hence f

′
x) > 0 for all x > 0. Note also that

f (x) > 0 for all x > 0. Consider the upper half-plane U := {(x,y) ∈ R2 | y ≥ 0}. Clearly, Γ ⊆ U . More-
over, if x0 ≥ 0, the horizontal line y = f (x0) intersects Γ only at the point (x0, f (x0)). As continuous
functions preserve connected topological spaces, the image of f is a generalized subinterval of [0,∞).
Thus, it is evident in a geometrically intuitive way that every point in the set {(x,y) ∈ U | there exists
x0 ∈R such that x > x0 ≥ 0 and y = f (x0)} deserves to be viewed as being “inside Γ ". Apart from these
points and also apart from every point on Γ , it also seems compelling to agree to view all the other
points of R2 as being “outside Γ ". These considerations explain/justify the uses of “outside Γ " and
“inside Γ " in the statement of this result.

Let P denote the parabola with focus F and directrix L. Recall from the third paragraph of the
proof of Theorem 2.1 that P is the graph of the equation y2 = 4ax. By defining the “top half" of P
(if a definition of this term is really needed, in which case, the following definition is admittedly
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belated) as the set of points (x,y) on P such that (necessarily x ≥ 0 and) y ≥ 0, one sees easily that (1)
⇔ (2).

Let P be a point on Γ . Although parts of the statements of conditions (3)-(5) are somewhat rem-
iniscent of some earlier material, one may wonder if the quantifications pertaining to that earlier
material align properly with the present context which is based, in part, on the fifth sentence in the
statement of this result. To begin to allay such concerns, we will first show that the (possible) validity
of the equation

((
1

|
−−→
P S |

)
−−→
P S ) ·

−−→
PQ =

−−→
P F ·

−−→
PQ

|−−→P F |
(from (4)) is not affected if one replaces S and Q with other points that meet the requirements indi-
cated above. Indeed, this assertion concerning S is clear because changing S would not change the

unit vector in the direction of
−−→
P S (namely,

−−→
P S / |

−−→
P S |). Moreover, changing Q would simply replace

the former
−−→
PQ with r

−−→
PQ for some r > 0, thus causing both the left- and right-hand sides of the last

displayed equation to be multiplied by r, and that change would clearly also not affect the validity
of the last displayed equation. Next, let us show that the validity of that equation is not affected if
one chooses a different tangential half-line for the tangent line T to Γ at P . This new choice for

−→
R

(and Q) would simply replace the former
−−→
PQ with s

−−→
PQ for some s < 0, thus causing both the left-

and right-hand sides of the last displayed equation to be multiplied by s, and it is also clear that this
change would not affect the validity of the last displayed equation. Finally, note that changes of the
kind already discussed in this paragraph would not affect the validity of (3) (even though changing
the tangential half-line

−→
R would change both of the angles mentioned in (3) to their supplements).

By the first paragraph of the proof of Theorem 2.1 (especially its sixth sentence invoking the earlier
“discussion involving the Principle of reflection, dot products and the inverse cosine function"), it is
now clear that (3) ⇔ (5); and also that (3) ⇔ (4). Moreover, Theorem 2.1 (see also Remark 2.2 (a))
gives that (2)⇒ (5). Therefore, it remains only to prove that (4)⇒ (1).

Assume (4). Let P0(x0, y0) be a point on Γ . We will prove that f (x) = 2
√
a
√
x for all x ≥ 0. Since we

have assumed that f is continuous at x = 0 and f (0) = 0, we may assume henceforth that x > 0 and
x0 > 0. As y0 = f (x0), the tangent line T to Γ at P0 has Cartesian equation

y = f
′
(x0)(x − x0) + f (x0).

Thus, choosing the pointsQ(0,−x0f
′
(x0)+f (x0)) and S(0, f (x0)) is compatible with the above require-

ments for Q and S. Hence, by (4),

((
1

|
−−−→
P0S |

)
−−−→
P0S ) ·

−−−→
P0Q =

−−−→
P0F ·

−−−→
P0Q

|−−−→P0F |
.

We have −−−→
P0S = −x0i,

−−−→
P0Q = −x0i− x0f

′
(x0) j, and

−−−→
P0F = (a− x0) i− f (x0) j. As

−−−→
P0S / |

−−−→
P0S | is the unit vector in the direction of

−−−→
P0S , namely −i, we get

−1(−x0) + 0(−x0f
′
(x0)) =

(a− x0)(−x0) + (−f (x0))(−x0f
′
(x0))√

(a− x0)2 + (−f (x0))2
.

By letting y denote the function f and doing some easy algebraic simplifications, we have thus re-
duced our task to showing that the only solution of the differential equation

dy

dx
=

√
(a− x)2 + y2 + a− x

y
, for all x > 0,
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which is continuous at x = 0 and is such that f (0) = 0 satisfies f (x) = 2
√
a
√
x for all x > 0. As it is

easy to see that the function given by this formula is a solution of this initial value problem (it comes
down to noticing that |a + x| = a + x since a > 0 and x > 0), let us proceed to solve this differential
equation.

Our methods will use a couple of changes of variable. First, consider w := y2. By the chain rule,

dw
dx

= 2y
dy

dx
for all x > 0.

Then, by substituting the just-displayed fact into the above differential equation and doing some
minor algebraic rewriting, we get

dw
dx

= 2
√

(a− x)2 +w+ 2(a− x), for all x > 0.

Since y2 = w, it will suffice to prove that w(x) = 4ax for all x > 0.
Next, consider z := z(x) := w+(a−x)2 for all x ≥ 0. Note that z(0) = w(0)+a2 = (y(0))2 +a2 = 02 +a2 =

a2. Also, by the usual rules of differential calculus,

dz
dx

=
dw
dx

+ 2(a− x)(−1) for all x > 0.

Substituting the above expression for the derivative of w into the just-obtained expression for the
derivative of z, we get

dz
dx

= [2
√

(a− x)2 +w+ 2(a− x)] + 2(a− x)(−1) =

2
√

(a− x)2 +w = 2
√
z for all x > 0.

Note that x > 0⇒ w = y2 > 0⇒ z = w+ (a−x)2 ≥ w+ 0 > 0. Separating variables and then performing
indefinite integration(s), we get the following, for all x > 0:

dz
√
z

= 2dx and
∫
dz
√
z

=
∫

2dx.

Hence, there exists a constant of integration C such that 2
√
z = 2x +C, for all x > 0. Therefore, by

applying the operator limx→0+ (and using that z is a continuous function of x and z(0) = a2), we have
2
√
a2 = 2 · 0 +C. Thus C = 2a. It follows that for all x > 0,

2
√
z = 2x+ 2a, whence

√
z = x+ a,whence

w = z − (a− x)2 = (
√
z)2 − (a− x)2 = (x+ a)2 − (a− x)2 = 4ax.

The proof is complete.

Theorem 3.1 has shown that, once coordinate axes have been rotated and translated so that parabo-
las of interest can be assumed to be graphs of equations of the form y2 = 4ax, one can use the “Princi-
ple of reflection" to obtain a function-theoretic characterization of the “top" half of any such parabola
if a > 0. In fact, one can use the “Principle of reflection" to obtain a function-theoretic characteriza-
tion of parabolas. Indeed, this can be done by combining Theorem 2.1 with three suitable analogues
of Theorem 3.1 to get respective characterizations of the “bottom" half of the graph of y2 = 4ax when
a > 0, the “top" half of the graph of y2 = 4ax when a < 0, and the “bottom" half of the graph of
y2 = 4ax when a < 0. The precise statements of those analogues are given and proofs are sketched
in parts (b) and (c) of Remark 3.2. Those sketches suitably adapt the proof of Theorem 3.1. Remark
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3.2 (d) follows up a comment from the Introduction (and Remark 2.2 (c)), by indicating how similar
characterizations of sufficiently small arcs of parabolas (viewed as graphs of equations of the form
x = y2/(4a)) can be obtained for readers/classes that are comfortable dealing with “x as a function of
y", dxdy , and partial derivatives. Finally, in Remark 3.2 (e), an analogous characterization of an arc of a
parabola is stated and a proof of it is sketched. One should note that the above-mentioned papers of
Drucker also featured a similar characterization of parabolic arcs.

Remark 3.2. (a) Although it may have been a distraction in Theorem 3.1 to point out the redundancy
of its assumption that the tangent line to Γ at the origin exists and is vertical, we wish to do so
here. This will be done by appealing to the following somewhat standard definition (the literature
is surprisingly nonuniform about this matter!): if x0 is in the domain of a real-valued function f
of one variable, then the graph of f has a vertical tangent line at (x0, f (x0)) if f is continuous at x0
and limx→x0

f
′
(x) = ±∞. We show next that a function f satisfies this condition if it satisfies all the

other conditions stipulated in the second and third sentences of the statement of Theorem 3.1. To
see this, note first that f is assumed to be continuous at x0 := 0. Moreover, if we examine the secant
lines whose limiting position (if it exists) would be that of the tangent line to Γ at the origin, the
corresponding limit of the slopes of those secant lines is

lim
x→x0

f (x)− f (x0)
x − x0

= lim
x→0

f (x)− f (0)
x − 0

= lim
x→0+

f (x)− 0
x

= lim
x→0+

f
′
(x),

where the last step was obtained by using the general form of L’Hôpital’s Rule (as formulated in [15,
Theorem 1]). Next, by tweaking the proof that (4)⇒ (1) in Theorem 3.1 (by now allowing x0 to be 0
wherever needed in that proof), we can use the formula for the derivative of y = f (x) in that proof to
reformulate our task as seeking a proof that

lim
x→0+

√
(a− x)2 + y2 + a− x

y
=∞.

To that end, recall that a > 0 and that f takes only positive values when x > 0. Hence, working in
the extended real number system (R∪{∞,−∞}) and using the appropriate limit theorem there (while
bearing in mind that f is continuous at the origin), we get

lim
x→0+

√
(a− x)2 + y2 + a− x

y
=

√
(a− 0)2 + 02 + a− 0

0+ =
2a
0+ =∞,

as desired. This proof should dispel any lingering worries that the proof of Theorem 3.1 may have
only characterized the “open top half" of the parabola y2 = 4ax (when a > 0), as we have just shown
that the origin is indeed part of the “top half" which was characterized in that proof (even if one had
not assumed that the tangent line to Γ at the origin exists and is vertical). We will have further need
to consider the extended real number system in (e) below.

(b) In the spirit of Theorem 3.1, we can characterize the “bottom" half of the graph of y2 = 4ax
when a > 0 by modifying the statement and proof of Theorem 3.1 as follows. Assume that f is
strictly monotonic decreasing. One can show, by tweaking the above argument in (a), that there will
be no need to assume that Γ has a vertical tangent line at the origin. (Indeed, this will follow, as we
will get that

lim
x→0+

dy

dx
=

2a
0−

= −∞,

by exploiting the fact that f will now take only negative values for x > 0.) In the statement of con-
dition (1), change the formula for f (x) to f (x) = −2

√
a
√
x for all x ≥ 0. In the statement of condition

(2), change “top half" to “bottom half". There is no need to change the statements of conditions (3),
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(4) or (5). In the proof, conclude that f
′
(x) < 0 for all x > 0, and replace U with the lower half-plane,

{(x,y) ∈ R2 | y ≤ 0}. Also, for the proof that (4)⇒ (1): we do get the same formula for the derivative
of y with respective to x as before; we do get that

√
z = x + a and w(x) = 4ax as before; and, since y is

now −
√
w, we get y = −2

√
a
√
x, to complete the proof.

(c) In the spirit of Theorem 3.1 and (b), we can characterize both the “top half" and the “bottom
half" of the graph of y2 = 4ax when a < 0 by modifying the statement and proof of Theorem 3.1. In
explaining how to carry out those modifications, the next paragraph addresses both the “top half"
context and the “bottom half" context.

For the “top half" (resp., “bottom half") context, the “strictly monotonic behavior" of f is assumed
to be decreasing (resp., increasing), the formula for f (x) in condition (1) is f (x) = 2

√
−a
√
−x (resp.,

f (x) = −2
√
−a
√
−x) for all x ≤ 0, and there is no need to change the statements of conditions (3), (4)

or (5) from what they had been in Theorem 3.1. We next address the proofs for the two contexts. For
the “top half" (resp., “bottom half"), conclude that f

′
(x) < 0 (resp., f

′
(x) > 0) for all x < 0 and notice

that Γ is a subset of the upper (resp., lower) half-plane. Of course, since a < 0, a unit vector in the

direction of
−−→
P S is now i. Consequently, one sign changes in the relevant differential equation; that

equation simplifies algebraically to

dy

dx
=
−
√

(a− x)2 + y2 + a− x
y

, for all x < 0.

In solving that new differential equation (with the same changes of variable as in the proof of Theo-
rem 3.1), we find that the derivative of z with respect to x is −2

√
z for all x < 0, whence 2

√
z = −2x+C

for all x < 0, whence (by application of the operator limx→0−) we get C = 2
√
a2 = −2a, whence√

z = −x − a for all x < 0, whence

w = y2 = z − (a− x)2 = (−x − a)2 − (a− x)2 = 4ax, for all x < 0.

Therefore, in the proof that (4)⇒ (1), we find that the “top half" (resp., “bottom half") is described
by y =

√
w = 2

√
−a
√
−x (resp., y = −

√
w = −2

√
−a
√
−x) for all x < 0, with continuity then ensuring the

corresponding equality at x = 0. It remains only to explain why there is no need to assume that Γ has
a vertical tangent line at the origin. Indeed, this will follow for the “top half" since

lim
x→0−

dy

dx
=

2a
0+ = −∞,

the relevant matter being that for the “top half", f takes only positive values for x < 0. On the other
hand, for the “bottom half", f takes only negative values for x < 0, whence the “bottom half" of Γ also
has a vertical tangent at the origin, since that part of that graph’s data satisfies

lim
x→0−

dy

dx
=

2a
0−

=∞.

(d) In the spirit of Remark 2.2 (c), we next present an alternate approach to (what is effectively the
main thrust of) Theorem 3.1 that would be appropriate for an audience that is comfortable with “x
being a function of y" and partial derivatives.

Let 0 , a ∈ R. Consider the planar point F(a,0) and the vertical line L with Cartesian equation
x = −a. Assume that a smooth function (that is, a differentiable function with a continuous derivative)
given by x = λ(y) is such that the graph Γ of λ satisfies a reflection-theoretic condition that is in the
spirit of conditions (3), (4) and (5) from Theorem 3.1. Assume also that λ(y) = 0 if and only if y = 0,
and that λ

′
(0) = 0 if and only if y = 0. Let P0(x0, y0) be a point on Γ which is not the origin. Using the
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motivation (from the Inverse Function Theorem) that the “run"/“rise" of a tangential vector T of λ
at P0 should be λ

′
(y0), let us use

T := λ
′
(y0)i + j.

Suppose that a > 0. Expecting that x ≥ 0 and also anticipating the location of the “outside" and

“inside" of Γ , points Q0 and S0 are chosen so that the bound vector
−−→
PQ = T and the unit vector in

the direction of
−−−−→
P0S0 is −i. After dropping subscripts “0", the equation (from condition (4))

((
1

|
−−→
P S |

)
−−→
P S ) ·

−−→
PQ =

−−→
P F ·

−−→
PQ

|−−→P F |

leads to

−λ
′
(y) =

(a− x)λ
′
(y) + (−y)1√

(a− x)2 + (−y)2
for all y , 0, whence

dx
dy

=
y√

(a− x)2 + y2 + a− x
for all y , 0.

Note that this equation also holds at y = 0 (where, necessarily, x = 0), since

λ
′
(0) = 0 =

0
2a

=
0√

(a− 0)2 + 02 + a− 0
.

It is easy to check that the above first-order ordinary differential equation (ODE) is satisfied by the
(smooth) function given by x = y2/(4a), and that this function and its derivative each take the value
0 only at y = 0. I believe that many experienced readers would now find it reasonable to consider an
associated initial value problem. We will discuss that two paragraphs hence, before going on to solve
the problem at hand.

First, we wish to point out that the above choices were not made independently. Indeed, we show

next that if the point S0 had, instead, been chosen so that unit vector in the direction of
−−−−→
P0S0 is i, then

that vector would not have pointed “outside" Γ when we restrict attention to 0 < y (<∞). By the above
methods, one consequence of this new choice for S0 would be that λ

′
(y) would become the negative

of the earlier expression for λ
′
(y), for all y ≥ 0. Recall that the values of λ

′
(resp., of λ) are nonzero

and have the same algebraic sign for all y > 0. We next derive a contradiction (in the next sentence)
from the assumption that x < 0 and y →∞. Since a > 0, that assumption would imply that dx

dy > 0,
whence x would be a strictly increasing function of y, whence i would point “inside" Γ , the desired
contradiction. We can conclude that x > 0 as y →∞ (and hence that x > 0 for all y > 0). It follows
that λ

′
(y) > 0 for all y > 0, and so λ is a strictly increasing function of y on [0,∞). As promised, we

turn next to some matters related to initial value problems.
Consider the real-valued function G of two variables given by

G(x,y) =
y√

(a− x)2 + y2 + a− x
.

The (natural) domain of G consists of all the points of R2 except F(a,0). Note that G is continuous (in
the usual sense, for a function of two real variables) on that domain. In view of the literature on (ex-
istence and) uniqueness theorems for ODEs (especially, the celebrated theorem of Picard-Lipshitz),
it is natural to examine the behavior of ∂G/∂x. By using familiar formulas from differential calculus,
one checks easily that this partial derivative of G exists on the just-mentioned domain and is con-
tinuous on that domain. So, by the just-mentioned literature, the initial value problem consisting of
the ODE dx/dy = G(x,y) and the initial condition x(0) = 0 has a unique solution x = ν(y) “locally", in
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the sense that there exists a closed rectangle R := [b,c]× [d,g] ⊂ R
2 such that the origin is an interior

point of R (that is, b < 0 < c and d < 0 < g), with ν(0) = 0, and also such that both b ≤ ν(y) ≤ c and
ν
′
(y) = G(ν(y), y) hold whenever d ≤ y ≤ g (and, necessarily c < a), and also such that ν|[d,g] is the only

function of y with these properties. Hence, by the above material, λ(y) = x = ν(y) = y2/(4a) whenever
d ≤ y ≤ g. (In essence, we have now managed to characterize a certain arc of the parabola y2 = 4ax.
In (e), we will be more precise, studying – and characterizing – arbitrary arcs of y2 = 4ax regardless
of whether a > 0 (as in the present situation) or a < 0.) Our goal here in (d) is to prove more than
“local" conclusions, namely, that λ(y) = x = y2/(4a) for all y ∈ R. Unfortunately, I do not know of a
“global" (existence-)uniqueness theorem for solutions of initial value problems involving ODEs that
would directly give this conclusion at this point. (Perhaps, someone who is more knowledgeable
than I about ODEs will be aware of such a theorem. Note that there does exist a “somewhat global"
existence-uniqueness theorem with the above flavor, but its assumptions impose natural restrictions
on the vertical extent of the associated closed rectangle R. To see this, consider the (expected and
unique) solution for ν(y) as being y2/(4a). If one uses this expression for x and if one could put x := a
(that is, if the “horizontal base" [b,c] of R contains a), one would get y = ±

√
4ax = ±2a, so that the

“vertical base" [d,g] of R contains either 2a or −2a, whence the point (a,0) is in R but not in the do-
main of G (contrary to the assumptions of the known “somewhat global" theorem). One thus infers
the promised restriction, namely, either d > −2a or g < 2a.) Also, I have not been clever enough to find
change(s) of variable that would give a closed-form expression for the general solution of the ODE
dx/dy = G(x,y) (for −∞ < y <∞) which could then be used in conjunction with the initial condition
x(0) = 0 to produce the (expected and unique) solution for ν(y) as being y2/(4a) (over −∞ < y <∞).
(Perhaps, someone will be more clever in that regard.) However, we will proceed to solve the problem
in a “global" way. The naïve way to explain our upcoming approach is that ν has an inverse function,
the derivative of that inverse function has a form that we examined in the proof of Theorem 3.1, and
we solved the initial value problem associated with that ODE in that proof. It is fair for the reader
to ask the following: why would it be necessary to say much more than that before concluding? My
answer is that one must first determine the domain and range of that inverse function. That will be
done next. The upcoming details are somewhat predictable, admittedly tedious at some points, and
(in my opinion) necessary if one is to compete a proof of Theorem 3.1 having started from the “x as
a function of y" point of view.

Recall that dx
dy = y/(

√
(a− x)2 + y2 + a− x) for all y ≥ 0. Let us restrict y to the domain [0,∞) and, by

abus de langage, continue to use λ to denote the restriction of λ to that domain. Then it follows (via the
Mean Value Theorem) that λ (with its domain restricted as just mentioned) is a strictly increasing
monotonic function and, hence, has an inverse function. Let µ denote that inverse function. Of
course, the range of µ is [0,∞) (because we restricted the domain of λ to be [0,∞)). One would expect
the domain of µ to be [0,∞); equivalently, one would expect the range of λ to be [0,∞) (when the
domain of λ has been restricted as above). To prove this, it will suffice to show that limy→∞ λ(y) =∞,
since continuous functions preserve connectedness.

Suppose, on the contrary, that limy→∞ λ(y) is not∞. Then, since λ is strictly monotonic increasing,
limy→∞ λ(y) =M, for some real number M > 0. We will show that this leads to a contradiction.

By the inverse function theorem,

µ
′
(x) =

1
λ′ (y)

=

√
(a− x)2 + y2 + a− x

y
whenever 0 < x <M.

So, by the proof of Theorem 3.1,

(y =)µ(x) = 2
√
a
√
x whenever 0 ≤ x <M.

Therefore, each value of y that is in the domain of λ satisfies y < 2
√
a
√
M. Since the domain of λ is
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[0,∞), we have found the desired contradiction. This completes the proof that limy→∞ λ(y) =∞, and
hence that the range of λ is [0,∞), and hence that the domain of µ is [0,∞) (if a > 0).

Then, by the proof that (4) ⇒ (1) in Theorem 3.1, y =
√
w =

√
4ax = 2

√
a
√
x for all x > 0. By

continuity, this equation still holds at x = 0. Hence, the intersection of Γ with the upper half-plane is

{(x,y) ∈R2 | y ≥ 0, x ≥ 0 and y = 2
√
a
√
x},

namely, the “top half" of the parabola given by y2 = 4ax.
Next, while still assuming that a > 0, suppose now that y ≤ 0. Arguing as above, one can show that

dx
dy

=
y√

(a− x)2 + y2 + a− x
for all y < 0.

Tweaking the reasoning showing that (4)⇒ (1) in the proof of Theorem 3.1, we still get that
√
z = x+a

and w = 4ax. But now, as y < 0, these facts lead to y = −
√
w = −2

√
a
√
x for all x > 0. By continuity, this

equation still holds at x = 0. Consequently, the intersection of Γ with the lower half-plane is

{(x,y) ∈R2 | y ≤ 0, x ≥ 0 and y = −2
√
a
√
x},

namely, the “bottom half" of the parabola given by y2 = 4ax. As Γ is the union of its intersections
with the upper half-plane and lower half-plane, it follows from the next-to-next-to-last display and
the last display that Γ = {(x,y) ∈ R2 | y2 = 4ax}. This completes the proof in case a > 0. The similar
details proving the analogous conclusion for the case a < 0 are left to the reader.

(e) Drucker noted in [6] that his methods led to reflection-theoretic characterizations of arcs of a
parabola. We next sketch how to modify the statement and proof of Theorem 3.1 in order to obtain
characterizations (including one that is explicitly reflection-theoretic) of arcs of parabolas that are
described, without loss of generality, as graphs of equations of the form y2 = 4ax for some given
nonzero real number a. It will suffice to work with closed arcs, as the context of “open arcs" could
then be handled by simply restricting the (closed) domains of relevant functions and looking at
appropriate subsets of the corresponding relevant graphs. Consider the planar point F(a,0) and the
vertical line L with Cartesian equation x = −a.

Let a > 0. Let us first consider an arc γ (hopefully taken from the graph of y2 = 4ax), assuming
that γ is a subset of the upper half-plane and is based on the interval α ≤ x ≤ β, where 0 ≤ α ∈ R
and α < β ∈ R ∪ {∞}. (By convention, α ≤ x ≤ ∞ describes the closed subset [α,∞) of R.) We will
modify the reasoning from (d) by sketching how the assumption that γ satisfies reflection-theoretic
criteria having the flavor of conditions (3)-(5) from Theorem 3.1, but having context that is based on
the interval α ≤ x ≤ β (rather than [0,∞)), can imply that a suitable function f : [α,β]→ R having γ
as its graph must necessarily be given by f (x) = 2

√
a
√
x for all x such that α ≤ x ≤ β.

Recall that we are assuming that f is a function [α,β]→ R whose graph, γ , is in the upper half-
plane and that reflection-theoretic conditions such as (4) are satisfied for all points on γ . Suppose
also that f is differentiable on (α,β); also, that if α , 0, then f is differentiable at x = α; and also that
if β ,∞, then f is differentiable at x = β. Suppose also that f is continuous at x = α, f (α) = 2

√
a
√
α,

f is strictly monotonic increasing and f
′
(x) , 0 whenever α < x ≤ β. Note that if α = 0 then, by

tweaking the reasoning in (a), one can prove that γ has a vertical tangent line at the origin. The
analysis carries on much as it did in the proof that (4)⇒ (1) in Theorem 3.1. In particular, working
with a point P0(x0, y0) on γ (but avoiding the possibility that x0 = α if α = 0), select Q0 and S0 as

in the earlier proof, being sure that the unit vector in the direction of
−−−→
P0S is −i. As in the proof of

Theorem 3.1, obtain an ordinary ODE and work to solve the corresponding initial value problem
(involving the condition y(α) = 2

√
a
√
α) with (y = f (x) and) the changes of variable w := y2 and

z := z(x) := w+ (a− x)2 for all x such that α ≤ x ≤ β. Then

z(α) = w+ (a−α)2 = (f (α))2 + (a−α)2 = (2
√
a
√
α)2 + (a−α)2 = (a+α)2.
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Eventually, separate variables and perform indefinite integration, getting a constant of integration C
such that 2

√
z = 2x +C whenever α < x ≤ β. By applying the operator limx→α+ (and continuity), we

get

2(a+α) = 2
√

(a+α)2 = 2
√
z(α) = 2α +C,

whence C = 2a, whence (as before)

w = z − (a− x)2 = (x+ a)2 − (a− x)2 = 4ax.

Thus, f (x) = y =
√
w = 2

√
a
√
x for all x such that α < x ≤ β. Once again applying the operator limx→α+

(and continuity), we get that this equation also holds at x = α. This completes the proof of the
characterization result for an arc in the upper half-plane in case a > 0.

It remains only to indicate the changes that are needed while analyzing the other (sub)cases. To
save space, I will leave to the reader the details of how the assumptions on the function f should be
modified in each of those situations.

While still supposing that a > 0, one can produce characterizations (including one that is explicitly
reflection-theoretic) of an arc γ (hopefully taken from the graph of y2 = 4ax), assuming that γ is a
subset of the lower half-plane and is based on the interval α ≤ x ≤ β where (as above) 0 ≤ α ∈ R

and α < β ∈ R∪ {∞}. A reader who has carried out the activity mentioned in the final sentence of
(d) should have no trouble in modifying what we have already done in (e) in order to produce the
desired characterizations.

Next, while still supposing that a > 0, one can produce characterizations of the desired kind for an
arc γ (hopefully taken from the graph of y2 = 4ax), assuming that γ is not a subset of the upper half-
plane and that γ is not a subset of the lower half-plane, by proceeding as follows. Let γ1 (resp., γ2)
denote the intersection of γ with the upper (resp., lower) half-plane. Then γ1 is based on the interval
α1 = 0 ≤ x ≤ β1 where 0 < β1 ∈R∪{∞}; and γ2 is based on the interval α2 = 0 ≤ x ≤ β2 ∈R∪{∞}. Earlier
in (e), we have seen in some detail how to get the desired characterizations of γ1; and in the preceding
paragraph, we have indicated how to produce the corresponding characterizations of γ2. To obtain a
characterization of γ , the reader need only combine any of the former characterizations (of γ1) with
any of the latter characterizations (of γ2). Since one of those combinations will be reflection-theoretic
(while addressing all of γ), the discussion for the case a > 0 is complete.

The details for the case a < 0 can be handled in the above spirit. To wit, the reader is advised to
do the following: by tweaking the above approach, first address (hopefully parabolic) arcs γ that
lie entirely in the upper half-plane, with γ based on an interval α ≤ x ≤ β, where α ∈ R ∪ {−∞},
α < β ∈ R and β ≤ 0; next, modify your work to address (hopefully parabolic) arcs that lie in the
lower half-plane (and are based on the same kind of interval); and, finally, combine the two parts
of your work by combining characterizations of the intersection of γ and the upper half-plane with
characterizations of the intersection of γ and the lower half-plane. Readers who carry out these steps
will have obtained characterizations that are precise, detailed and complete. I would then invite
those readers to judge whether characterizations with those qualities are as readily obtainable from
[6].

(f) Before closing this line of inquiry, we cannot resist the temptation of raising the question of
whether one could use partial differential equations to obtain characterizations (with the above fla-
vor) of parabolas. Frankly, a comprehensive answer to this question would go beyond my expertise
and it would probably take us too far afield (while imposing more severe prerequisites than we have
assumed so far). However, we have found what may be reasons to think that such a study could be
successful. The next paragraph comments further on this, but please be advised that the next para-
graph is intended only to be motivational, as I am not an expert on partial differential equations.

We again warn that this paragraph is only motivational, as I am not up-to-date on partial differ-
ential equations. In seeking tools that may be useful in characterizing all of the (parabolic) graph of
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y2 = 4ax (rather than giving separate characterizations of only its “top half" and its “bottom half"),
it may be useful to find a formula for tangential vectors T that works without exception (even at the
origin). Suppose, for instance, that a > 0 and f = f (x,y) is a function of two variables that figures
in the statement of condition (1) in an anticipated analogue of Theorem 3.1 that would seek to play
a role in a reflection-property characterization of all (rather than just the “top half") of the above-
mentioned parabola. As before, let us assume that f (0) = 0, let Γ denote the graph of f , and fix a
point P0(x0, y0) on Γ . We will apply our earlier approach by considering the bound vector

T :=
∂f

∂y
(x0, y0) i−

∂f

∂x
(x0, y0) j.

To motivate our study of this bound vector, note that courses on second-year calculus or advanced
calculus usually mention the following fact (cf. [12, Theorem II, page 277]): if a surface S in R

3 is
the graph of the equation F(x,y,z) = 0 for a sufficiently smooth function F of three variables, then
the tangent plane at a point (x0, y0, z0) on S has normal vector

∂f

∂x
(x0, y0, z0) i +

∂f

∂y
(x0, y0, z0) j +

∂f

∂z
(x0, y0, z0)k.

Suppose, as above, that we have a reason to believe that the “outward"-pointing unit vector in the

direction of a bound vector playing a role analogous to that of
−−→
P S from Theorem 3.1 (and also

Theorem 2.1) is −i. Then the equation resulting from an analogue of the equation in the statement of

condition (4) in Theorem 3.1 (with T playing an analogue of the earlier role of
−−→
PQ ) is (after dropping

subscripts “0")

−
∂f

∂y
(x,y) =

(a− x)∂f∂y (x,y) + y ∂f∂x (x,y)√
(a− x)2 + y2

.

This equation can be written, equivalently, in the (possibly more familiar) standard form:

y
∂f

∂x
(x,y) + (a− x+

√
(a− x)2 + y2)

∂f

∂y
(x,y) = 0.

(We have not divided through by y, although that would have produced a somewhat simpler-looking
equation, because that equation would fail to address the origin.) This is a first-order linear partial
differential equation (PDE). It should come as no surprise that a solution of this PDE, together with
the initial condition f (0,0) = 0, is given by f (x,y) = y2 − 4ax. (That happens, both when a > 0 and
also when a < 0. Checking all this carefully comes down to simplifying |a+x| as either a+x or −(a+x)
according as to whether a > 0 or a < 0, bearing in mind that x ≥ 0 when a > 0 and that x ≤ 0 when
a < 0.) So, all that it would take to conclude that PDEs can be used to present the desired approach is
to find an (existence and) uniqueness theorem for PDEs of the kind I have just described. Some of the
literature alleges that such a uniqueness theorem exists, pointing occasionally to classic authorities
such as [8] (whose first edition was published in 1885). Much of the literature indicates that any PDE
of the kind that we are studying, together with its initial condition, can be solved uniquely (in some
neighborhood of (x0, y0)) by the method of characteristic curves. Unfortunately, I have not been able
to solve explicitly for the characteristic curves corresponding to the PDE that is at hand here, and I
am not aware of a precise and rigorous uniqueness theorem which would pertain to it. Hopefully,
some expert in the field will be able to resolve this matter easily.

(g) The reader may be moved to ask, in the spirit of Theorem 3.1, whether the classical reflection
property of ellipses (resp., of hyperbolas), can be used in a characterization of that kind of planar
figure. In a paper in preparation, I will answer that question affirmatively for the case of ellipses.
In particular, that paper will obtain what could be considered the analogue (for an elliptic arc) of
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Theorem 3.1. However, we will also show that by weakening the assumption that the function f
in question and its derivative take only nonzero values at all relevant positive x-values other than
the right-hand endpoint of the domain of f , one can exhibit a different, non-elliptic, function whose
graph has the classical reflection property of ellipses (that is, whose graph satisfies the “elliptic"
analogues of conditions (3)-(4) of Theorem 3.1 on some domain of the form [0,β) for some β > 0).
It will turn out that for the maximal such β, this “different" solution is unique; and, as one might
expect from the literature on conic sections, the graph of this “degenerate" solution is a (straight) line
segment (of positive length).

Drucker’s result [6, Theorem 1] concerning the reflective properties of planar curves was stated as
follows: “A smooth connected plane curve has a reflection property if and only if it is a connected
subset of a circle, ellipse, hyperbola, parabola, or straight line." Since our paper in preparation will
show that the linear kind of degenerate case does arise when examining the reflection property of
ellipses, it seems worthwhile to discuss here whether such degenerate cases can arise from an exami-
nation of the reflective property of parabolas. We devote the next three paragraphs to that discussion.
In attending to Theorem 3.1, that discussion will begin by addressing only graphs that lie in the first
quadrant of the Euclidean plane. By tweaking those comments, one obtains reformulated comments
that hold in regard to graphs in each of the other three quadrants.

Let us consider an analogue of Theorem 3.1 for a more general function f . Assume that f is
differentiable on (0,β) for some real number β > 0, f is continuous at both 0 and β, f (0) = 0, and
f
′
(x) ≥ 0 for all x ∈ (0,β). Also assume that the (equivalent) conditions (3) and (4) hold for all points

P on the graph of f in the first quadrant. As in the proof of Theorem 3.1, those “reflective" properties
show that the coordinates of any point P (x,y) on the graph of f (with x > 0 and y = f (x)) satisfy

x =
−ax+ x2 + xy(dydx )√

(a− x)2 + y2
.

However, if y = 0, one cannot then obtain the expression for dy
dx that was inferred in the proof of

Theorem 3.1. It is precisely this kind of situation (that is, where P (x,y) is on the graph of the relevant
f with x > 0 and y = 0) that will lead to the above-mentioned degenerate linear case for the “elliptic"
reflection property in our paper in preparation. One is thus led to ask what can be inferred from the
last displayed equation when y = 0 (and x > 0). At such a point, that displayed “ODE" is simply the
algebraic equation

x =
−ax+ x2√

(a− x)2
,

with x > 0 and x , a; equivalently, |a − x| = x − a > 0; equivalently, x > a. We show next that this
situation cannot actually arise. Indeed, suppose, on the contrary, that such x exists. Then a < x < β,
and so

x0 := inf({x ∈R | x > 0 and f (x) = 0})

is well defined and satisfies x0 ≥ a > 0. Note that by the proof of Theorem 3.1, f (x) = 2
√
a
√
x for all x

such that 0 < x < x0. Since f is continuous at x0, we thus have

f (x0) = lim
x→x−0

f (x) = lim
x→x−0

2
√
a
√
x = 2

√
a
√
x0 > 0.

Therefore, also by the continuity of f at x0 (and the definition of limit), there exists ε > 0 such that
f (x) > f (x0)/4 > 0 for all x such that x0 ≤ x ≤ x0 + ε. Hence, f (x) > 0 for all x ∈ (0,x0 + ε]. So, by the
definition of x0, we have

x0 + ε ≤ x0,

whence ε ≤ 0, the desired contradiction.
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We have just proven that no degenerate “linear" case can arise for the reflective property of parabo-
las for the contexts that were studied in Theorem 3.1 and in parts (b) and (c) of this remark, if one
assumes that the domain of the relevant function contains [0, a] or [−a,0] (or both). However, there
is no a priori reason to suppose that either of those intervals would/should be a subset of such a
domain. Indeed, the reasoning in the preceding paragraph shows that if a function f whose domain
is an interval which is a subset of [0,∞) has any serious possibility of providing a linear degenerate
case satisfying a parabola’s reflection property, then the left-hand endpoint of the domain of that
function must be greater than a. (As discussed in (e), we need only be interested here in closed
arcs in the first quadrant, so that left-hand endpoint would be in the domain of f , without loss of
generality.) With that motivation, fix any real number β > a (> 0), and let fβ : [β,∞) → R be the
function that is identically zero on the domain [β,∞). Of course, the graph Γβ of fβ is just the interval
[β,∞) (when viewed as a subset of R2). The question arises naturally whether Γβ satisfies conditions
(3)-(5) from the statement of Theorem 3.1. We will argue shortly via vectorial methods that Γβ does
satisfy (3) and (4). However, we would prefer not to involve condition (5) in discussing a function
whose domain and graph are so different from what was assumed in Theorem 3.1. (Our unease in
this regard is not merely a matter of taste. Frankly, the statement of condition (5) was not designed
to accommodate such a graph. Indeed, the following two questions arise as stumbling blocks for
any such enterprise. Given such a horizontal graph, what physical scientific sense can be made of
the reflections referred to in parts (i) and (ii) of (5)? If the statements of (i) and (ii) are deemed to
be meaningful for such a graph, is it not plain that those meanings are logically inconsistent with
one another?) To explain why Γβ satisfies (3) and (4), it will first be necessary to define the radian
measure of the angle that is “between" two nonzero parallel vectors, −→u and −→v , which have the same
initial point. Although we had no need of defining this concept in the vectorial review in Section 2, it
will be needed here. Fortunately, the community has long ago agreed on the appropriate definition,
namely: that radian measure is 0 (resp., π) if −→u and −→v have the same direction (resp., if −→u and −→v
have opposite directions). Now, let us see why Γβ satisfies (3) and (4). It seems reasonable to agree
that the “outside" of Γβ is simply R

2 \ Γβ . So, with P any given point on Γβ , one can choose points
S and Q (pertinent to conditions (3) and (4)) as follows: take S to be the point (−1,0) and take Q

to be any point on the x-axis other than P . Then the angle between
−−→
P S and

−−→
PQ is the same as the

angle between
−−→
P F and

−−→
PQ (that is, the radian measures of those angles have the same cosine values)

simply because the unit vector in the direction of
−−→
P S is the same as the unit vector in the direction

of
−−→
P F (regardless of whether the choice of Q entails the unit vector in the direction of

−−→
PQ to be i

or −i). Accordingly, we conclude that fβ (together with Γβ) gives a linear degenerate case example
that satisfies the reflection property of a parabola. By now allowing β to run through the interval
(a,∞), we thus get uncountably infinitely many pairwise distinct examples of linear degenerate cases
that each satisfy the reflection property of the parabola with focus (a,0) and directrix x = −a. It is
just as easy to construct uncountably infinitely many pairwise distinct examples of linear degenerate
cases, featuring an identically zero function f ∗α with domain (−∞,α] and graph Γ ∗α, that each satisfy
the reflection property of the parabola with focus (a,0) and directrix x = −a, given a < 0: simply let α
run through the interval (−∞,−a).

Motivated in part by (e), one can now ask whether there exists a function f whose domain contains
both negative numbers and positive numbers such that its graph Γ (f ) satisfies the reflection property
of parabolas while Γ (f ) is not at all parabolic. The answer is certainly in the affirmative. Indeed, one
can produce uncountably infinitely many pairwise distinct such examples, as follows. Let a > 0,
choose real numbers β and α such that β > a and α < −a, and define the function

f : (−∞,α]∪ [β,∞)→R, (with graph Γ (f ), )

by specifying that f |(−∞,α] = f ∗α and f |[β,∞) = fβ . Observe that Γ (f ) is the (disjoint) union of Γ ∗α and Γβ .
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Although we showed in the preceding paragraph that Γβ and Γ ∗α each satisfy the reflection properties
(3) and (4) of a parabola, it seems that we cannot conclude that Γ (f ) is the graph of a degenerate
case example with the reflection property of a parabola. The difficulty, which seems insuperable,
is that Γ ∗α and Γβ satisfied the reflection property of different parabolas (one of which had its focus
on the negative x-axis and the other of which had its focus on the positive x-axis). It seems that
there is no parabola whose reflection property is shared by both Γ ∗α and Γβ . Thus, while I find the
above function f to be interesting, it seems that its graph does not present a degenerate case of the
kind that should have been asked for at the start of this paragraph. (Note that the question that was
asked there mentioned “of parabolas", not “of a parabola".) That is, perhaps, for the best, since the
statement of [6, Theorem 1] (which was recalled above) considered only the functions with connected
graphs which satisfy the reflective properties pertinent to a parabola, an ellipse or a hyperbola (and
the graph of f , while being piecewise linear, is visibly not connected!). Lastly, let us consider the
following definition that was given by Drucker at the start of [6]:

“Say that a smooth connected plane curve C has a reflection property if there are points F and F
′
,

not on C and not necessarily distinct, such that the tangent line at any point P of C bisects one of the
pairs of opposite angles formed by the intersection of the lines joining P to F and F

′
. The ‘foci’ F and

F
′

are allowed to be points at infinity, provided they are not the same point at infinity."
I would suppose that by “opposite angles", Drucker meant a pair of angles that I was taught to
call “supplementary angles" (that is, a pair of angles often nowadays said to “form a linear pair").
One may ask whether, for parabolas or linear degenerate cases of parabolas, this reflection property
(as stated by Drucker) is equivalent to the reflection properties stated in conditions (3) and (4) of
Theorem 3.1 (cf. also Theorem 2.1). To encourage comparison of this work with [6], I leave it to the
reader to answer that question. This completes the remark.

I do not think that a serious mathematician or a serious student of mathematics can be reminded
too often of the importance of characterization results in mathematics. Accordingly, I will close with
some comments along those lines. Perhaps Remark 3.3 should be (sub)titled “In praise of character-
ization results and classification results."

Remark 3.3. It is fair to say that our modern understanding that mathematics needs to rely heavily
on the axiomatic method came from the discoveries in the 19th century by Hamilton of the real
quaternions H (a noncommutative division ring that contains R!) and by Bolyai and Lobachevsky
of hyperbolic (plane) geometry (a geometry that satisfies all but one of Euclid’s axioms for plane
geometry!). It was natural to ask what other discoveries of that kind were lying ahead. Put differently,
one could ask the following two questions. Up to a suitable notion of isomorphism, can you list all
the possible division rings that are finite-dimensional as algebras over R? Up to a suitable notion
of isomorphism, can you list all the “neutral geometries", that is, the plane geometries which satisfy
all of Euclid’s axioms for plane geometry except possibly what has come to be called the “parallel
postulate" (as formulated by Playfair)? Frobenius gave the answer for the first of these questions: R,
C and H (with no redundancies in the list). Several mathematicians (working over several decades
during the late 19th and early 20th centuries) gave the answer for the second of these questions (cf.
[1]): Euclidean (plane) geometry and hyperbolic geometry (with no redundancies in the list). These
characterization results could also be thought of as classification results and, as such, one commonly
uses such facts as practical tools on a daily basis. For instance, Frobenius’ Theorem allows us to
conclude that if we confront a noncommutative division ring∆ that is a finite-dimensional R-algebra,
then ∆ must be R-algebra isomorphic to H. Similarly, if we think that we may have our hands on a
neutral geometry G in which some point P and some line L not passing through P are such that there
are exactly two distinct lines which pass through P and are parallel to L, then we should look for at
least one error in our work (because no such G can be isomorphic to either Euclidean plane geometry
or hyperbolic geometry). Readers of this journal may have seen one of my recent papers which used
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the fact that the upper (Euclidean) half-plane gives a model for hyperbolic geometry to produce an
accessible proof of the known result that hyperbolic geometry (with angle measurement normalized
as in [9, Theorem 4.3 (A)]) has a realizability theorem (stating that, for any positive real numbers α,
β and γ , possibly listed with repetition, such that α + β + γ < π, there exists a hyperbolic triangle
(which is unique up to congruence) whose interior angles have radian measures α, β and γ).

The above examples from geometry and algebra indicate that characterization results often take
the form of classification results. I believe that here is no genuine difference between the two con-
cepts, as context often can be used to determine the appropriate designation. Consider the Funda-
mental Theorem of Finite Abelian Groups (in short, the FTFAG). As the reader likely knows, this
result describes a couple of ways of listing, up to isomorphism and irredundantly, all the abelian
groups of a specific finite cardinality. For instance, it states that, up to isomorphism, the only abelian
groups of order (that is, of cardinality) 4 are Z/4Z and Z/2Z ⊕Z/2Z and that these two groups
are not isomorphic. (Since 4 is the square of a prime number, one should perhaps also note that
any group of order 4 is abelian, but that fact will play no role in this discussion.) Suppose that one
has at hand an abelian group G of order 4 which is known to have no element of order 4. By the
FTFAG, G must be isomorphic to Z/2Z ⊕Z/2Z. (Of course, there are easier ways to prove that!)
This proof used the fact that the “characterization result" FTFAG can be viewed as a classification
result (which, as applied, supplied two candidates, and we eliminated one of the candidates on the
basis of what was known about G). On the other hand, any characterization result can be thought of
a classification result. Indeed, if properties P and Q are known to be equivalent for all the objects
in a universe U (some would call that assumption a “characterization result"), then anyone who is
comfortable with property Q would accept an irredundant list of the objects in U which satisfy Q
as constituting/proving a classification result describing the objects in U that satisfy P . Sometimes,
it is not feasible to produce such a list. For instance, consider the (characterization) result that a
metric space is compact if and only if it is complete and totally bounded. The above discussion of
properties P and Q make it clear how to view this characterization result as a classification result
in principle, although no one would relish the prospect of using the ZFC foundations to produce a
well-ordered list of, up to isomorphism, all compact metric spaces. Nevertheless, the just-mentioned
characterization result can be used to make important conclusions. For instance, it can be used to
conclude that the Cantor set is a compact metric space. (Of course, there are other ways to prove
that!) It could also be used to conclude that a metric space which is known to not be totally bounded
cannot be compact.

By the way, not every result that characterizes or classifies deserves to be called a “characterization
result" or a “classification result." For instance, one can prove that the sums of two (possibly equal)
non-negative integers that add to a preassigned positive even integer n = 2m ≥ 8 can be listed (up to
order of summands) irredundantly as

0 +n,1 + (n− 1),2 + (n− 2), . . . , (m− 1) + (m− 1),m+m,

that is, as {a+ (n− a) | a ∈N and 0 ≤ a ≤m}, but no one would consider this triviality to be a “result",
let alone a “characterization result" or a “classification result." The decision to make (or not to make)
any such a designation is subject to change as our understanding of the mathematical world grows
and changes. As for the wag who would say that all mathematical truth consists of mere trivialities,
I will not waste your time or mine on such sophistry.

Next, turning to algebra, I recall the paper [14] and the characterization result in it that acceler-
ated what has been called “the invasion of homological algebra into ring theory." Recall that a com-
mutative Noetherian (quasi-)local ring (with unity) R with maximal ideal M was classically called
a regular local ring if M could be generated as an ideal of R by a set of cardinality dim(R) (which
denotes the necessarily finite Krull dimension of R). It is not especially difficult to prove that any
regular local ring has finite global dimension. (In fact, that was one of the facts that I was asked to
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prove during the oral examination in April 1967 where my eventual success entitled me to begin my
doctoral research.) The converse had been conjectured for some time but had only been proved in
low dimensions. In [14], Serre proved the converse; that is, Serre proved that any commutative local
Noetherian ring of finite global dimension must be a regular (local) ring. The resulting homological
characterization of (commutative Noetherian) regular local rings led quickly to the result (also in
[14], also something that been known only in low dimensions) that the localization of any regular
local ring at any prime ideal must also be a regular local ring. It is no exaggeration to say that the
characterization result in [14] was a principal impetus (along with Serre’s “Géometrie algébrique et
géometrie analytique" paper, Grothendieck’s “Sur quelques points d’algèbre homologique" paper, . . . )
for the subsequent reshaping and melding of algebraic geometry and number theory that is apparent
in our times.

By the way, a characterization result can lead to pedagogic innovations and new theoretical in-
sights. I recall next a case where this happened. Serre’s characterization result that was mentioned
in the preceding paragraph led Kaplansky (10 years later) to ask essentially the following: would the
theory surrounding that result change significantly if one were to change the definition of a regular
local ring, by defining a commutative Noetherian local ring to be regular if it is of finite global dimen-
sion? Carrying out that investigation was a major part of Kaplansky’s famous Queen Mary lecture
notes [10]. Surveying the results in the preface to [10], Kaplansky modestly, and with circumspec-
tion, expressed the opinion that “The verdict here is that [the experiment of defining a Noetherian
commutative local ring to be regular if it is of finite global dimension] is entirely feasible. Some-
what unpredictably certain things became easy to prove while others stubbornly resist." Note that
the experience of writing [10] led Kaplansky to write (two subsequent editions of) the famous book,
“Commutative Rings," which I have been pleased to use as a textbook in many courses over the years.

Although the appearance of [10] did not lead the algebraic community to change the generally
accepted definition of a Noetherian local ring, I turn next to some history where a characteriza-
tion result of a concept that is fundamental in topology (and, some would add, also fundamental
in analysis and algebra) did lead the community to change the generally accepted definition of that
concept. The concept is that of compactness (which is sometimes referred to as “covering compact-
ness"). More precisely, a topological space is said to be compact if each open cover of this space has a
finite subcover. The reader is probably aware that the subject of topology was, just like every other
field of mathematics, not born overnight. Indeed, the very name of the field changed as the field
went through its delivery/growing pains. Perhaps the most famous losing contender for the even-
tual name of the field was “analysis situs" (roughly translated as “analysis of position"), a name that
correctly indicates that the early impetus for developing the field of topology came from geometry
and, to some extent, analysis (and differential equations and . . . ). During the earliest developments
of topology, the field of analysis had considerable influence on all of mathematics. (To this day, many
research universities in my country find that a majority of their mathematics faculty are either ana-
lysts or workers in adjacent fields who could be considered “applied analysts.") Then, as now, society
felt the need to produce mathematically literate scientists and engineers (and, to a lesser extent, ac-
tual mathematicians). A primary vehicle for providing such training has been a course (or courses)
in advanced calculus offered at most universities. For many years (and to some extent, still today),
the context for studying a function of several variables (with “several" meaning, in effect, “finitely
many, probably more than one") in an advanced calculus course was the Euclidean space (that is,
R
n for some n ≥ 1). It is well known that a subset of a Euclidean space is a compact space if and

only if it is closed (as a subspace of R
n) and bounded. As topology matured and its fundamental

concerns were considered in more general contexts, the connection between “compact" and “closed
and bounded" began to loosen. It is easy to see that any compact subset of a metric space is closed
and bounded. However, a closed and bounded subset of a metric space need not be compact. For
instance, the closed unit ball in the Hilbert space (hence, metric space) `∞ is not compact. (This was a
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historically significant example because the elements of `∞ are certain sequences of well understood
numbers with well understood behavior.) As it became increasingly important/necessary for cer-
tain creative mathematicians (and for some others who applied mathematics) to consider infinitely
many variables and spaces that seemed intuitively to be of infinitely large “dimension", the needs
of such researchers on Hilbert spaces (and, eventually, on more general kinds of topological spaces)
prevailed and the community essentially agreed that ‘compact" would mean “covering compact", at
least in the research literature. It took longer for that consensus to take root in textbooks on inter-
mediate calculus or advanced calculus. Indeed, it was clear to me from reading the footnotes in [2],
the textbook for my first course on real analysis, that analysts in North America (perhaps worldwide)
preferred to define “compact" as being “closed and bounded" for the first three or four decades of the
20th century, with arguments using the “finite open subcover" approach either absent or relegated
to footnotes or appendices. (My limited experience as a student searching through libraries in the
1960s indicated that many textbooks showing the just-mentioned kind of reluctance to change their
definition of “compact" also “welcomed" the emergence of Lebesgue integration as a replacement for
Riemann integration in a similar grudging fashion.) Indeed, some excellent advanced calculus text-
books of the early 1960s continued to define “compact" as “closed and bounded" but, to their credit,
also acknowledged/warned that the definition should not be used when discussing “compact" be-
yond the context of Euclidean spaces. Although it took quite a while, the community did eventually
agree to use the “finite open subcover" approach for “compact." In short, progress won.

One of the textbooks that was mentioned in the preceding paragraph and one of the themes that
was mentioned in that paragraph will make return appearances in the next paragraph.

I will close with an example drawn from analysis. While many of my contemporaries learned the
fundamentals about real analysis by studying the (1953) first edition of Walter Rudin’s textbook,
“Principles of mathematical analysis," my first course in that subject (in 1962-63) was more old-
fashioned, using the third edition of a text by Carslaw [2] as its official textbook, with the famous
books by G. H. Hardy and R. Courant (volume 1 only) as suggested references. The course that I
was taught on real analysis defined a real number as being a Dedekind cut in the rational numbers;
every result (including homework and written answers to examination questions) had to be proven
by going back to first principles and using that definition (rather than earlier results) in the proof;
and the completeness property of R was called a “continuity" result, which essentially stated that
“every Dedekind cut in the set of real numbers goes through a real number." (At the turn of the
last century, some geometers were using the word “continuity" similarly while they endeavored to
use real numbers to rigorize the foundations of Euclidean geometry.) In short, while readers of [13]
and several other modern axiom-oriented textbooks during the period 1955-65 were encouraging
students to learn that an ordered field is isomorphic to R if and only if it is Dedekind complete (in
the sense that every nonempty subset that is bounded above has a least upper bound), students in my
class and other readers of books such as [2] were being deprived of this important characterization
result. In fact, our education did not even equip us to understand the very statement of that result, let
alone its proof, let alone give us access to the opportunities for discovery that are made possible when
one has access to that result! In surveying anecdotes such as the above from geometry and topology,
I have concluded that a teacher or researcher’s preference for emphasizing a specific construction
instead of a property possessed by that construction can harm the students or collaborators of that
individual, by restricting apparent avenues for investigation. (Algebra and number theory have also
had their growing pains in this regard: for instance, while p-adic integers today are fruitfully viewed
as inverse limits, I still recall being advised in 1964 to learn about them by reading C. C. MacDuffee’s
1940 text, “An introduction to abstract algebra," where such p-adics were “defined" as certain formal
series such that . . . . To be fair, I must admit that Nathan Jacobson’s Math Review of MacDuffee’s book
was accurate in stating that “The book is very readable and the wealth of concrete examples should
make it a useful text." But I would also maintain that it is incumbent on instructors and researchers
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to stay current in their knowledge of their field of activity.) In short, I suggest that we may suffer,
as teachers and as researchers, when we fail to unleash the power of the axiomatic method. One
antidote for such lethargy has been adopted in recent years by several commutative algebraists, and
I recommend it to you as my final offering. Instead of defining a property P and then proving that it
is equivalent to n other properties, why not simply prove the equivalence of n+1 properties (namely,
what had been called P , along with the other n properties) and then say, as a matter of definition, that
P holds if any (hence, all) of these n+ 1 properties hold? That kind of approach may help a student
or collaborator to feel free to pursue work from any of the (or all of the) n+ 1 points of view (rather
than proceeding solely from what had been the original definition of P ). What is the worst that could
happen? Some would answer: “Progress."

4 Appendix

This paper is being submitted shortly before I will finish drafting its partner, the above-mentioned
sequel about ellipses. In fact, that sequel will also concern hyperbolas. For both of those contexts,
that sequel will include, not only analogues of the above Theorem 3.1, but much stronger reflection-
theoretic characterization results. I have decided to add a parabolic analogue of those stronger results
to this paper. Rather than tamper with the organization of Sections 1-3 of this paper, I am placing
that analogue into this appendix.

The gist of the main result of this appendix is that any nontrivial parabolic arc (no matter how
“tiny" it may be) can reveal the unique parabola of which it is a subset and a Cartesian equation
for that parabola. For simplicity (but with no loss of generality), we will address, in the spirit of
Theorem 3.1, a (potentially) parabolic arc which is a subset of the first quadrant.

The main result of this appendix generalizes (Theorem 3.1 and) Remark 3.2 (e) by (replacing
the domain [0,∞) with the interval [α,β], where α ∈R and 0 ≤ α < β ≤∞, and by also) removing any
assumption as to the value of f (α) (and if β ∈ R, we also remove any assumption as to the value
of f (β)). Note that we do retain the hypothesis that f is continuous at α (and also continuous
at β if β ∈ R). We will show that under these conditions (that is, the hypotheses in the second
and third paragraphs of Remark 3.2 (e), including restriction to the case a > 0, as just modified here
in this paragraph), the graph of f is a (connected) subset of the graph of the parabola given by
y2 = 4δx+γ for some real numbers δ > 0 and γ . As the preceding equation can be written as

y2 = 4δ(x −
−γ
4

),

this parabola has the expected shape; that is, it “opens to the rightŤ and its vertex, (−γ/4,0), is on
the x-axis.

To explain how “∞" can be considered the right-hand endpoint of a closed interval, recall that I
am using the following definitions for such interval notation:

For α ∈R, let (α,∞] := (α,∞) and [α,∞] := [α,∞).

Proof. As in the proofs of Theorem 3.1 and Remark 3.2 (e), the assumed reflection-theoretic be-
havior leads to an ODE which, after certain changes of variables (w and z) and some indefinite inte-
grations, leads to a constant of integration C such that

2
√
z = 2x+C whenever α < x < β.

As f is continuous, the just-displayed equation also holds for x = α (and for x = β if β ∈ R). By
applying the limiting process limx→α+ and using the definitions of the variables z and w, we get

2
√
f (α)2 + (a−α)2 = 2α +C.
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Note that if α = 0 = f (α) as in Theorem 3.1 and Remark 3.2 (e), the just-displayed equation (in con-
junction with the assumption that a > 0) would give that C = 2a. However, the present assumptions
do give that

C = 2
√
f (α)2 + (a−α)2 − 2α.

It follows that, whenever α < x < β, we have

√
z = x+

√
f (α)2 + (a−α)2 −α.

By once again using the definitions of the variables z and w, we get that if α < x < β, then√
f (x)2 + (a− x)2 = x+

√
f (α)2 + (a−α)2 −α.

Squaring both sides of the last displayed equation leads, after some routine (but, frankly, somewhat
tiresome) algebraic simplification to the desired equation, y2 = 4δx+γ , where

δ :=
a−α +

√
f (α)2 + (a−α)2

2
and

γ := f (α)2 + 2α2 − 2aα − 2α
√
f (α)2 + (a−α)2.

It remains only to prove that δ > 0. As it is easy to see that δ ≥ 0, it will suffice to prove that δ , 0.
Suppose, on the contrary, that δ = 0; equivalently, that f (α) = 0 and α > a. It is now not difficult

to conclude that f |(α,β) is a constant function, but knowing the above value of γ makes this easier to
see. Indeed,

γ = 02 + 2α2 − 2aα − 2α
√

02 + (a−α)2 =

2α2 − 2aα − 2α · |a−α| = 2α2 − 2aα − 2α(α − a) = 0.

Thus, for all x ∈ (α,β), f (x)2 =
√

4δx+γ =
√

(4 · 0)x+ 0 = 0. Therefore, f |(α,β) : (α,β) → R is an
identically zero function. Hence, f

′
(x) = 0 for all x ∈ (α,β). This contradicts (at least) two of the

assumptions that were inherited from Remark 3.2 (e), namely: that f
′
(x) , 0 for all x ∈ (α,β); and

that f is a strictly increasing monotonic function. The proof is complete.
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1 Introduction

Throughout this paper, it is assumed that all rings are commutative with nonzero identity and all
modules are unitary. If R is a ring, we denote by Nil(R) and Z(R) the ideal of all nilpotent ele-
ments of R and the set of all zero-divisors of R respectively. A ring R is called an NP -ring if Nil(R) is
a prime ideal, and a ZN -ring if Z(R) =Nil(R). An ideal I of R is said to be a nonnil ideal if I *Nil(R).

Recall from [10, 22] that a prime ideal P of R is said to be divided if it is comparable to every
ideal of R, equivalently if P ⊆ (x) for any x ∈ R\P . A ring R is called a divided ring if every prime
ideal of R is divided. Recently Badawi, in [6], has studied the following class of rings: H = {R | R is
a commutative ring and Nil(R) is a divided prime ideal of R}. If R ∈ H , then R is called a φ-ring.
Moreover, a ZN φ-ring is said to be a strongly φ-ring. It is easy to see that every integral domain
is a φ-ring. An ideal I of R is said to be a nonnil ideal if I 1 Nil(R). If I is a nonnil ideal of a φ-
ring R, then Nil(R) ⊆ I . Let R be a ring with its ring of quotients T (R) such that Nil(R) is a divided
prime ideal of R. As in [10], we define φ : T (R) → K := RNil(R) such that φ

(
a
b

)
= a

b for every a ∈ R
and every b ∈ R\Z(R). Then φ is a ring homomorphism from T (R) into K , and φ restricted to R is
also a ring homomorphism from R into K given by φ(x) = x

1 for every x ∈ R. Observe that if R ∈ H ,
then φ(R) ∈H , Ker(φ) ⊆Nil(R), Nil(T (R)) =Nil(R), Nil

(
RNil(R)

)
= φ(Nil(R)) =Nil(φ(R)) = Z(φ(R)),

T (φ(R)) = RNil(R) is local with maximal ideal Nil(φ(R)), and RNil(R)/Nil(φ(R)) = T (φ(R))/Nil(φ(R)) is
the quotient field of φ(R)/Nil(φ(R)). Many well-known notions of integral domains have the corre-
sponding analogues in the class of φ-rings, such as valuation domains, Dedekind domains, Prüfer
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domains, Noetherian domains, coherent domains, Bézout domains and Krull domains. For more on
φ-rings, see Badawi’s survey article [8].

The study of φ-rings from a module-theoretic viewpoint was started by Yang [50], who introduced
the notion of nonnil-injective modules by replacing the ideals in Baer’s criterion for injective modules
with nonnil ideals. Dually, Zhao et al. [56] defined the φ-flat modules in terms of nonnil ideals and
the Tor functor. The present survey is devoted to covering most of the results about φ-rings and
known results concerning φ-rings from the module-theoretic point of view.

2 φ-ring properties on some ring constructions

Let A and B be two rings, J an ideal of B and let f : A −→ B be a ring homomorphism. In this setting,
we consider the following subring of A×B:

A ./f J = {(a,f (a) + j) | a ∈ A and j ∈ J}

is called the amalgamation of A and B along J with respect to f . This construction is a generalization
of the amalgamated duplication of a ring along an ideal denoted by A ./ I (introduced and studied
by D’Anna and Fontana in [17]). The interest of amalgamation resides, partly, in its ability to cover
several basic constructions in commutative algebra, pullbacks and trivial ring extensions. See for
instance [18, 19, 26].

For this purpose, we will start with the following theorem which characterizes the case where the
amalgamation A ./f J is an NP -ring. We recall from [26, Proposition 2.20] that

Nil(A ./f J) = {(a,f (a) + j) | a ∈Nil(A), j ∈ J ∩Nil(B)}.

Theorem 2.1. ([34, Theorem 2.32]) Let A and B be rings, J a nonzero ideal of B and f : A→ B be a
ring homomorphism. Then

1. Assume that J *Nil(B). Then A ./f J is anNP -ring if and only if B is anNP -ring and a ∈Nil(A)
for every a ∈ A such that f (a) + j ∈Nil(B) for some j ∈ J .

2. Assume that J ⊆Nil(B). Then A ./f J is an NP -ring if and only if so is A.

Throughout this paper, we will use the technique of trivial ring extensions (idealization) of a
module to construct examples. Let A be a ring and M be an A-module. Then A nM, the trivial
(ring) extension of A by M, is the ring whose additive structure is that of the external direct sum
A ⊕M and whose multiplication is defined by (r1,m1)(r2,m2) := (r1r2, r1m2 + r2m1) for all r1, r2 ∈ A
and all m1,m2 ∈ M. A standard notation for the trivial ring extension (idealization) is A nM. The
basic properties of trivial ring extensions are summarized in the books [27, 30]. Mainly, trivial ring
extensions have been useful for solving many open problems and conjectures in both commutative
and non-commutative ring theory. See for instance [4, 32, 33].

Corollary 2.2. Let A be a ring and E a nonzero A-module. Then, AnE is an NP -ring if and only if A is
an NP -ring.

The following result characterizes when the amalgamation of rings is a φ-ring.

Theorem 2.3. ([25, Theorem 2.1]) Let A and B be two rings, J a nonzero ideal of B, and f : A −→ B be
a ring homomorphism. Set R := A ./f J and N (J) := Nil(B)∩ J . Then
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1. If J is a nonnil ideal of B, then R is a φ-ring if and only if f −1(J) = 0, A is an integral domain,
and N (J) is a divided prime ideal of f (A) + J .

2. If J ⊆ Nil(B), then R is a φ-ring if and only if A is a φ-ring, and for each i, j ∈ J and each
a ∈ A\Nil(A), there exist x ∈Nil(A) and k ∈ J such that xa = 0 and j = kf (a) + i(f (x) + k).

Corollary 2.4. ([25, Corollary 2.5]) Let A and B be two rings, J a nonzero ideal of B, and f : A −→ B be a
ring homomorphism. Assume that J = Nil(B) and f −1(J) ⊆Nil(A). If A and f (A) + J are φ-rings, then so is
A ./f J .

Corollary 2.5. ([25, Corollary 2.6]) Let A be a ring. Then, the polynomial ring A[X] is a φ-ring if and
only if A is an integral domain.

Let I be a proper ideal of A. The (amalgamated) duplication of A along I is a special amalgamation
given by

A ./ I := A ./idA I = {(a,a+ i) | a ∈ A,i ∈ I}.

The next corollary is an immediate consequence of Theorem 2.3 to duplications.

Corollary 2.6. ([25, Corollary 2.7]) Let A be a reduced ring and I be an ideal of A. Then, A ./ I is a φ-ring
if and only if A is a φ-ring and I = 0.

Corollary 2.7. ([25, Corollary 2.8]) Let A and B be two rings such that A is a local ring with maximal
ideal M = Nil(A). Let J ⊆Nil(B) be an ideal of B. Then, A ./f J is a φ-ring.

Example 2.8. ([25, Example 2.9]) In general, A ./f J need not be a φ-ring. Indeed, let f : A −→ B be a
surjective homomorphism of integral domains and J a nonzero ideal of B. By Theorem 2.3, A ./f J is
not a φ-ring since f −1(J) , 0.

Example 2.9. ([25, Example 2.10]) Let A = Z/8Z, I = 4Z/8Z, and B = A/I � Z/4Z. Let f : A −→ B
be the canonical surjection and J = 2Z/4Z an ideal of B. By using Corollary 2.4, we conclude that
A ./f J is a φ-ring.

The next corollary studies when the trivial ring extension is a φ-ring.

Corollary 2.10. ([25, Corollary 2.4]) Let A be a ring and E a nonzero A-module. Then, AnE is a φ-ring
if and only if A is a φ-ring and E = aE for each a ∈ A\Nil(A). In particular, If A is an integral domain,
then AnE is a φ-ring if and only if E is a divisible A-module.

Example 2.11. Let D be an integral domain that is not a field and Q its quotient field. Then

1. D nQ is a strongly φ-ring.

2. Set E =
⊕∞

i=1Q/D. Then the two rings D nQ/D and D nE are φ-rings but not strongly φ-rings.

Recently, Chang and Kim [15] introduced a new pullback : Rn =D+θK[θ] construction. LetD be a
domain with K its quotient field. Let K[x] be the polynomial ring in an indeterminate x over K,n ≥ 2
be an integer and K[θ] = K[x]/ (xn), where θ = x + (xn). Denote by i : D ↪→ K the natural embedding
map and π : K[θ]→ K a ring homomorphism satisfying π(f ) = f (0). Consider the pullback of i and
π as follows:

Rn :=D +θK[θ] −−−−−→ K[θ]y π

y
D

i−−−−−→ K.
Then Rn = D +θK[θ] = {f ∈ K[θ] | f (0) ∈ D} is a subring of K[θ]. Note that Z (Rn) = Nil (Rn) = θK[θ].
Then Rn is a strongly φ-ring by [15, Proposition 2.1].
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3 Nonnil-Noetherian rings

The concept of Noetherian rings is one of the most important topics that is widely used in many areas
including commutative algebra and algebraic geometry. The Noetherian property was originally due
to the mathematician Noether, who was the first to consider a relation between the ascending chain
condition on ideals and the finitely generatedness of ideals. More precisely, she showed that if R
is a ring, then the ascending chain condition on ideals of R holds if and only if every ideal of R is
finitely generated. This equivalence plays a significant role in simplifying the ideal structure of a
ring. Due to the importance of Noetherian rings, many mathematicians have tried to use Noetherian
properties in several classes of rings and attempted to generalize the notion of Noetherian rings.
Nonnil-Noetherian rings and S-Noetherian rings are typical generalizations of Noetherian rings.

We say that a ring R is nonnil-Noetherian if each nonnil ideal of R is finitely generated. This
notion is introduced and studied by Badawi (2003) under the strong hypothesis that the nilradical
of the ring is a divided prime ideal. Yang and Liu (2009), Hizem and Benhissi (2011) have extended
some properties of nonnil-Noetherian rings but without any assumption on the nilradical.

Theorem 3.1. ([29, Proposition 1.2] and [37, Proposition 2.1]) The following assertions are equivalent
for a ring R:

1. R is nonnil-Noetherian;

2. R satisfies the ACC on nonnil ideals;

3. R satisfies the ACC on nonnil finitely generated ideals;

4. For every nonnil ideal I of R,R/I is a Noetherian R-module;

5. Each nonempty set of nonnil ideals of R has a maximal element under set inclusion.

The nonnil-Noetherian rings have an analogue to Cohen’s theorem.

Theorem 3.2. ([37, Theorem 2.2] and [29, Proposition 1.2]) A ring R is nonnil-Noetherian if and only
if its nonnil prime ideals are finitely generated.

In [7, Proposition 1.10], it is stated that if a ring R is nonnil-Noetherian, then R/Nil(R) is Noethe-
rian. The converse is studied in the following theorem.

Theorem 3.3. ([11, Theorem 2.1]) Let R be a ring. Then

1. If Nil(R) < Spec(R), the following assertions are equivalent:

(a) R is nonnil-Noetherian;

(b) R is Noetherian;

(c) The quotient ring R/Nil(R) is Noetherian and all the minimal prime ideals of R are finitely
generated.

2. If Nil(R) ∈ Spec(R), then R is nonnil-Noetherian if and only if R/Nil(R) is Noetherian and all
the height 1 prime ideals of R are finitely generated.

Corollary 3.4. ([11, Corollary 2.2]) Let R be a ring. Then

1. If Nil(R) < Spec(R), then R is Noetherian if and only if R is nonnil-Noetherian.

2. If Nil(R) ∈ Spec(R), then R is Noetherian if and only if R is nonnilNoetherian and Nil(R) is finitely
generated.



82 Moroccan Journal of Algebra and Geometry with Applications / H. Kim et al.

The following theorem studies the stability of the nonnil-Noetherian property when we pass to
the polynomial and formal power series ring.

Theorem 3.5. [29, Theorem 3.3] The following assertions are equivalent for a ring R:

1. R is nonnil-Noetherian and the ideal Nil(R) is finitely generated;

2. R is Noetherian;

3. R[X] is Noetherian;

4. R[X] is nonnil-Noetherian;

5. R[[X]] is Noetherian;

6. R[[X]] is nonnil-Noetherian.

Let R be a nonnil-Notherian ring which is not Noetherian. Then the polynomial ring over R is
never nonnil-Noetherian. However we have the following two results.

Theorem 3.6. ([11, Theorem 3.8]) A ring R is nonnil-Noetherian if and only if for every nonnil prime
ideal P of R, P [[X]] = P .R[[X]].

Theorem 3.7. ([37, Theorem 3.1]) Let R be a ring, n any non-negative integer. Then R is a nonnil-
Noetherian ring if and only if the ring R[x]/

(
xn+1

)
is nonnil-Noetherian.

It is well known that RnR � R[x]/
(
x2

)
. Hence, we conclude the following corollary.

Corollary 3.8. ([37, Corollary 3.3]) A ring R is nonnil-Noetherian if and only if the trivial extension RnR
is a nonnil-Noetherian ring.

The following example shows that the direct sum of nonnil-Noetherian rings need not be nonnil-
Noetherian.

Example 3.9. ([37, Example 3.3]) Let S be a Noetherian domain with quotient field K such that
dim(S) = 1 and S has infinitely many maximal ideals. Then R = SnK is a nonnil-Noetherian ring but
not Noetherian. Thus R⊕R is not a nonnil-Noetherian ring.

Let R be a ring. Recall that R is said to be decomposable if R can be written as R = R1⊕R2 for some
nonzero rings R1 and R2.

Proposition 3.10. ([36, Theorem 2]) Let R be a decomposable ring with identity, and {πi}i∈Λ the set of
canonical epimorphisms from R to each component of decompositions of R. Then the following statements
are equivalent.

1. R is a Noetherian ring;

2. R is a nonnil-Noetherian ring;

3. For each i ∈Λ, πi(R) is a Noetherian ring;

4. If e is a nonzero nonunit idempotent element of R, then every ideal of R contained in (e) is finitely
generated.

In the case where R ∈H , Badawi showed the following result.

Theorem 3.11. ([7, Theorem 2.4]). Let R ∈H . The following statements are equivalent:
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1. R is a nonnil-Noetherian ring;

2. R/Nil(R) is a Noetherian domain;

3. φ(R)/Nil(φ(R)) is a Noetherian domain;

4. φ(R) is a nonnil-Noetherian ring.

In the following theorem, Badawi showed that there is a nonnil-Noetherian ring with Krull di-
mension 1 that is not a Noetherian ring.

Theorem 3.12. ([7, Theorem 3.4]) Let R be a Noetherian domain with quotient field K such that
dim(R) = 1 and R has infinitely many maximal ideals. Then D = R nK ∈ H is a nonnil-Noetherian
ring with Krull dimension one which is not a Noetherian ring. In particular, Z n Q is a nonnil-
Noetherian ring with Krull dimension one which is not a Noetherian ring (where Z is the set of all
integer numbers with quotient field Q).

Theorem 3.13. ([40, Corollary 2.16.]) Let A and B be two rings, J a nonzero ideal of B, and let
f : A→ B be a ring homomorphism such that A ./f J is a φ-ring. Then the following statements are
equivalent:

1. A ./f J is a nonnil-Noetherian ring;

2. A is a nonnil-Noetherian ring and f (A) + J is a nonnil-Noetherian ring.

It must be noted that the authors of [47] have been studied when A ./f J is a nonnil-Noetherian
ring, and it is shown that if A ./f J is a φ-ring, then A ./f J is a nonnil-Noetherian ring if and only if
A and f (A) + J are nonnil-Noetherian rings and f −1(J) ⊆Nil(A).

Remark 3.14. Let f : A→ B be a ring homomorphism and J an ideal of B. If A ./f J is a φ-ring, then
f −1(J) ⊆Nil(A) by [25, Lemma 2.3]. Whence our Theorem 3.13 and [47, Theorem 2.7] are identical.

The following example shows that the condition R is a φ-ring is a necessary condition in Theorem
3.13.

Example 3.15. ( [47, Example 2.10]) Set A = ZnQ and consider the surjective ring homomorphism
f : A → Z/6Z ;f ((n,q)) = n̄. Consider J = 3Z/6Z as an ideal of Z/6Z. Then, R and f (A) + J are
nonnil-Noetherian rings. However, A ./f J is not.

It is very interesting to note that, in [3], Anderson and Dumitrescu introduced the notion of S-
Noetherian rings as a generalization of Noetherian rings. Let R be a ring, S be a multiplicative set of
R, andM be an R-module. We say thatM is S-finite if there exist a finitely generated submodule F of
M and s ∈ S such that sM ⊆ F. Also, we say thatM is S-Noetherian if each submodule ofM is S-finite.
A ring R is said to be S-Noetherian if it is S-Noetherian as an R-module (i.e., if each ideal of R is S-
finite). In [36], Kwon and Lim introduced the notion of nonnil-S-Noetherian rings as a generalization
of both nonnil-Noetherian rings and S-Noetherian rings. Let R be a ring, S be a multiplicative set of
R. Then R is said to be a nonnil-S-Noetherian ring if each nonnil ideal of R is S-finite. If S consists
of units of R, then the concept of S-finite ideals is the same as that of finitely generated ideals; so if
S consists of units of R, then the notion of nonnil-S-Noetherian rings is identical to that of nonnil-
Noetherian rings. Moreover, if R is a reduced ring, then the concept of nonnil-S-Noetherian rings is
exactly the same as that of S-Noetherian rings. Obviously, if S1 ⊆ S2 are multiplicative subsets, then
any nonnil-S1-Noetherian ring is nonnil-S2-Noetherian; and if S∗ is the saturation of S in R, then R is
a nonnil-S-Noetherian ring if and only if R is a nonnil-S∗-Noetherian ring. The nonnil-S-Noetherian
rings have been studied in [36, 40] using the Cohen-type theorem, the flat extension, the faithfully
flat extension, the Eakin-Nagata-Formanek theorem, the polynomial ring extension, the power series
ring extension and the amalgamation algebra. For more on Noetherian-like properties, see Benhissi’s
book [12].
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4 φ-Prüfer and φ-Dedekind

Recall from [9] that a ringR ∈H is called aφ-chained ring (φ-CR for short) if for each x ∈ RNil(R)\φ(R)
we have x−1 ∈ φ(R).

Proposition 4.1. ([9, Proposition 2.2]) A ring R is a φ-CR if and only if for every a,b ∈ R\Nil(R), either
a | b in R or b | a in R. Hence, if R is a φ-CR and x ∈ T (R)\R, then x−1 ∈ R.

Recall that a non-zerodivisor element of a ring R is called a regular element and an ideal of R is
said to be regular if it contains a regular element. A ring R is called a Prüfer ring, in the sense of [28],
if every finitely generated regular ideal of R is invertible, i.e., if I is a finitely generated regular ideal
of R and I−1 = {x ∈ T (R) | xI ⊂ R}, then II−1 = R. A Prüfer domain is a Prüfer ring and a homomorphic
image of a Prüfer domain is a Prüfer ring. Note that if I is a nonnil ideal of a φ-ring R, then φ(I)
is a regular ideal of φ(R), and so a nonnil ideal I of a φ-ring R is called φ-invertible if φ(I) is an
invertble ideal of φ(R). In 2004, Anderson and Badawi [2] extended the notion of Prüfer domains
to that of φ-Prüfer rings, which are φ-rings R satisfying that each finitely generated nonnil ideal is
φ-invertible.

Theorem 4.2. ([2, Corollary 2.10]). Let R ∈H . Then the following statements are equivalent:

1. R is a φ-Prüfer ring;

2. φ(R) is a Prüfer ring;

3. φ(R)/Nil(φ(R)) is a Prüfer domain;

4. RP is a φ-CR for each prime ideal P of R;

5. RP /Nil (RP ) is a valuation domain for each prime ideal P of R;

6. RM /Nil (RM ) is a valuation domain for each maximal ideal M of R;

7. RM is a φ-CR for each maximal ideal M of R.

Recall [31] that a ring R is called an arithmetical ring if RM is a chained ring for every maximal
ideal M of R. Since a chained ring is a φ-chained ring, we conclude that if R ∈ H is an arithmetical
ring, then R is a φ-Prüfer ring by Theorem 4.2. Since a φ-chained ring need not be a chained ring
by [9], we conclude that a φ-Prüfer ring need not be an arithmetical ring. However, the following
theorem shows that a φ-Prüfer ring is a Prüfer ring.

Theorem 4.3. ([2, Theorem2.14]) Let R ∈H . If R is a φ-Prüfer ring, then R is a Prüfer ring.

If R is a Prüfer ring and R <H , then R is not a φ-Prüfer ring by definition. The following example
shows that for each integer n ≥ 1, there is a Prüfer ring R ∈H with Krull dimension n which is not a
φ-Prüfer ring.

Example 4.4. ([2, Example 2.15]) Let n ≥ 1 and D be a non-integrally closed domain with quotient
field K and Krull dimension n. Set R = D n (K/D). Then R ∈ H and R is a Prüfer ring with Krull
dimension n which is not a φ-Prüfer ring.

However, if R is a strongly φ-ring, then the following theorem shows that a Prüfer ring is a φ-
Prüfer ring.

Theorem 4.5. ([2, Theorem2.16]) Let R ∈ H with Nil(R) = Z(R). Then R is a Prüfer ring if and only
if R is a φ-Prüfer ring.
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Recall from [14] that a ring R is called a pre-Prüfer ring if every proper homomorphic image of R
is a Prüfer ring, i.e., if R/I is a Prüfer ring for each nonzero proper ideal I of R. Note that the class of
Prüfer rings and the class of pre-Prüfer rings are not comparable under set inclusion (cf. [14]).

Theorem 4.6. ([2, Theorem 2.19]) Let R ∈ H such that Nil(R) , {0}. Then R is a pre-Prüfer ring if
and only if R is a φ-Prüfer ring.

The following example shows that the hypothesis Nil(R) , {0} in Theorem 4.6 is crucial.

Example 4.7. ([2, Example 2.20]) Let D be a Prüfer domain with quotient field F. For indeterminates
X,Y , let K = F(Y ) and let V be the valuation domain K +XK[[X]]. Then V is one-dimensional with
maximal ideal M = XK[[X]]. Set R = D +M. Then Nil(R) = {0}, and R is a pre-Prüfer ring (domain)
which is not a Prüfer ring (domain). Hence R is not a φ-Prüfer ring.

It is well-known that a valuation overring of a Prüfer domain R is of the form RP for some prime
ideal P of R. We have a similar result for φ-Prüfer rings. Recall that an overring of a ring R is a ring
between R and T (R).

Theorem 4.8. ([2, Theorem 2.11]) Let R ∈H be a φ-Prüfer ring and let S be a φ-chained overring of
R. Then S = RP for some prime ideal P of R containing Z(R).

Observe that if every overring of R ∈H is integrally closed, then R need not be a φ-Prüfer ring by
Example 4.4. However, we have the following result.

Theorem 4.9. ([2, Theorem 2.17]) Let R ∈H . Then R is a φ-Prüfer ring if and only if every overring
of φ(R) is integrally closed.

In the following example, Anderson and Badawi show that for each integer n ≥ 1, there is a (non-
domain) φ-Prüfer ring with Krull dimension n.

Example 4.10. ([2, Example 2.18]) Let n ≥ 1 and let D be a Prüfer domain with quotient field K and
Krull dimension n. Set R =DnK . Then R ∈H is a (non-domain) φ-Prüfer ring with Krull dimension
n.

Recall that a ring R ∈ H is called φ-integrally closed if φ(R) is integrally closed in T (φ(R)) =
RNil(R).

Let R ∈ H . If every nonnil ideal of R is φ-invertible, then we say that R is a φ-Dedekind ring [1].
The following characterization of φ-Dedekind rings resembles that of Dedekind domains.

Theorem 4.11. ([1, Theorems 2.5, 2.10 and Corollary 2.2]) Let R ∈H . Then the following statements
are equivalent:

1. R is φ-Dedekind;

2. φ(R) is a Dedekind ring;

3. R/Nil(R) is a Dedekind domain;

4. R is nonnil-Noetherian, φ-integrally closed, and of dimension ≤ 1;

5. R is nonnil-Noetherian and RM is a discrete φ-chained ring for each maximal ideal M of R.

Theorem 4.12. ([1, Theorem 2.12]) Let R ∈H be a φ-Dedekind ring. Then R is a Dedekind ring.

The following is an example of a ring R ∈H which is a Dedekind ring but not a φ-Dedekind ring.
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Example 4.13. ([1, Example 2.13]) Let D be a non-Dedekind domain with quotient field K . Set
R =D nK/D. Then R is a Dedekind ring which is not a φ-Dedekind ring.

However, if R is a strongly φ-ring, then the following theorem shows that a Dedekind ring is a
φ-Dedekind ring.

Theorem 4.14. ([1, Theorem 2.14]) Let R be a strongly φ-ring. Then R is a Dedekind ring if and only
if R is a φ-Dedekind ring.

It is well-known that an integral domain R is a Dedekind domain if and only if every nonzero
proper ideal of R is (uniquely) a product of prime ideals of R. We have the following result.

Theorem 4.15. ([1, Theorem 2.15]) Let R ∈ H . Then R is a φ-Dedekind ring if and only if every
nonnil proper ideal of R is (uniquely) a product of nonnil prime ideals of R.

Theorem 4.16. ([1, Theorem 2.16]) Let R ∈H . Then the following statements are equivalent:

1. R is a φ-Dedekind ring;

2. Each nonnil proper principal ideal aR can be written in the form aR = Q1 · · ·Qn, where each Qi
is a power of a nonnil prime ideal of R and the Qi ’s are pairwise comaximal;

3. Each nonnil proper ideal I of R can be written in the form I = Q1 · · ·Qn, where each Qi is a
power of a nonnil prime ideal of R and the Qi ’s are pairwise comaximal.

Recall from [1] that a ring R is called a ZP I-ring if every nonzero proper ideal of R is uniquely a
product of prime ideals of R, and R is called a general ZP I-ring if every nonzero proper ideal of R is
a product of prime ideals of R. A ring R ∈H is called a nonnil-ZP I-ring if every nonnil proper ideal
of R is uniquely a product of (nonnil) prime ideals of R, and R is said to be a general nonnil-ZP I-ring
if every nonnil proper ideal of R is a product of (nonnil) prime ideals of R.

Corollary 4.17. ([1, Corolary 2.17]) Let R ∈H . Then the following statements are equivalent:

1. R is a φ-Dedekind ring;

2. R is a nonnil-ZP I-ring;

3. R is a general nonnil-ZP I-ring.

Theorem 4.18. ([1, Theorem 2.18]) Let R ∈H be a φ-Dedekind ring and let I be an ideal of R. Then

1. If I ⊆Nil(R), then R/I is a φ-Dedekind ring.

2. If I is a nonnil ideal of R, then R/I is a general ZP I-ring.

It is well-known that an integral domain R is a Dedekind domain if and only if every nonzero
prime ideal of R is invertible, if and only if R is Noetherian and every nonzero maximal ideal of R is
invertible.

Theorem 4.19. ([1, Theorem 2.20]) Let R ∈H . Then the following statements are equivalent:

1. R is a φ-Dedekind ring;

2. Each nonnil prime ideal of R is φ-invertible;

3. R is a nonnil-Noetherian ring and each nonnil maximal ideal of R is φ-invertible.

It is well-known that an overring of a Dedekind domain is a Dedekind domain. We end this section
with the following result.

Theorem 4.20. ([1, Theorem 2.23]) Let R ∈ H be a φ-Dedekind ring. Then every overring of R is a
φ-Dedekind ring.
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5 φ-torsion modules and φ-torsion free modules

Let R be a ring and M be an R-module. Set

φ-tor(M) = {x ∈M | sx = 0 for some s ∈ R \Nil(R)}.

If φ-tor(M) = M, then M is called a φ-torsion module, and if φ-tor(M) = 0, then M is called a φ-
torsion free module.

If Nil(R) is a prime ideal, then φ-tor(M) is a submodule of M, which is called the total φ-torsion
submodule of M. Set T = φ-tor (M). Then T is always φ-torsion and M/T is always φ-torsion free.

Example 5.1. Let R be a ring. Then R/I is a φ-torsion R-module for any nonnil ideal I of R.

Every regular ideal is a nonnil ideal, thus every torsion R-module is a φ-torsion R-module and
every φ-torsion free R-module is a torsion free R-module. If R is a strongly φ-ring, in the sense
that each zero divisor is nilpotent, then every φ-torsion R-module is a torsion R-module, and every
torsion free R-module is a φ-torsion free R-module.

The following results give us a criterion for the φ-torsion module, and the φ-torsion free module.

Theorem 5.2. ([56, Theorem 2.2]) An R-module M is φ-torsion if and only if AnnR(x) is a nonnil
ideal for every x ∈M.

Theorem 5.3. ([56, Theorem 2.3]) The following statements are equivalent for a module M:

1. M is φ-torsion free;

2. HomR(R/J,M) = 0 for every nonnil ideal J of R;

3. HomR(B,M) = 0 for every nonnil ideal J of R and every R/J-module B.

Theorem 5.4. ([56, Theorem 2.4]) Let R be a ring. Then

1. A module M is φ-torsion if and only if HomR(M,N ) = 0 for any φ-torsion free module N .

2. A module N is φ-torsion free if and only if HomR(M,N ) = 0 for any φ-torsion module M.

Denote by T (resp., F ) the set of all φ-torsion modules (resp., φ-torsion free modules). Then by
Theorem 5.4 (T ,F ) is a (hereditary) torsion theory.

Theorem 5.5. ([56, Theorem 2.6]) Let f : R→ T be a monomorphism from rings R to T . If M is a
φ-torsion R-module, then M ⊗R T is a φ-torsion T -module.

Corollary 5.6. ([56, Corollary 2.7]) If M is a φ-torsion R-module, then M[x] = M ⊗R R[x], as an R[x]-
module, is also a φ-torsion module.

Proposition 5.7. ([55, Proposition 2.4]) Let R be a ring with prime nil radical and 0→ A→ B→ C→ 0
be an exact sequence of R-modules. Then B isφ-torsion if and only ifA and C are bothφ-torsion. Moreover,⊕

i∈Γ Mi is a φ-torsion module if and only if each Mi is a φ-torsion module.

A valuation domain is an integral domain such that for any two elements r and s, either r divides
s or s divides r. The author in [49] showed that a finitely presented module over a valuation domain
is a direct sum of cyclically presented modules. Similarly, Zhao proved the following result.

Theorem 5.8. ([55, Theorem 4.1]) A finitely presented φ-torsion module over a φ-CR is a direct sum
of cyclically presented φ-torsion modules.
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6 φ-flat modules

An R-module M is said to be φ-flat if for every monomorphism f : A→ B with φ-torsion Coker(f ),
f ⊗ 1 : A⊗RM → B⊗RM is also a monomorphism; equivalently, if 0→ A→ B→ C → 0 is an exact
R-sequence where C is φ-torsion, then 0→ A⊗RM→ B⊗RM→ C ⊗RM→ 0 is exact.

Due to Zhao, Wang and Tang we have the following characterizations.

Theorem 6.1. ([56, Theorem 3.2]) The following conditions are equivalent for an R-module M:

1. M is φ-flat;

2. TorR1 (P ,M) = 0 for every φ-torsion R-module P ;

3. TorR1 (R/I,M) = 0 for every nonnil ideal I of R;

4. 0→ I ⊗RM→ R⊗RM is an exact sequence for every nonnil ideal I of R;

5. I ⊗RM � IM for every nonnil ideal I of R;

6. − ⊗RM is exact for every exact R-sequence 0 → N → F → C → 0, where N,F,C are finitely
generated, C is a φ-torsion R-module, and F is free;

7. − ⊗R M is exact for every exact R-sequence 0 → N → F → C → 0, where C is a φ-torsion
R-module, and F is free;

8. TorR1 (R/I,M) = 0 for every finitely generated nonnil ideal I of R;

9. 0→ I ⊗RM→ R⊗RM is an exact sequence for every finitely generated nonnil ideal I of R;

10. I ⊗RM � IM for every finitely generated nonnil ideal I of R;

11. Ext1
R (I,M+) = 0 for any nonnil ideal I ofR, whereM+denote by the character module HomZ(M,Q/Z);

12. Let 0→ K → F
g
→M→ 0 be an exact sequence of R-modules, where F is free. Then K

⋂
FI = IK

for every nonnil ideal I of R;

13. Let 0→ K → F
g
→M→ 0 be an exact sequence of R-modules, where F is free. Then K∩FI = IK

for every finite generated nonnil ideal I of R.

Every flat R-module is φ-flat. If R is a domain, then every φ-flat R-module is flat.

We know that the flatness of R-modules is a local property. The following two results imply that
the φ-flatness is also a local property.

Theorem 6.2. ([56, Theorem 3.4]) Let M be a φ-flat R-module, and S be a multiplicative set in the
ring R. Then MS is a φ-flat R-module.

Theorem 6.3. ([56, Theorem 3.5]) Let M be an R-module. The following conditions are equivalent:

1. M is a φ-flat R-module;

2. MP is a φ-flat RP -module for each prime ideal P of R;

3. Mm is a φ-flat Rm-module for each prime ideal m of R.

We know that the inductive limit of flat modules is a flat module. The following theorem shows
that we have the same result for φ-flat modules.
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Proposition 6.4. ([39, Proposition 2.1]) The inductive limit of φ-flat modules is a φ-flat module.

Corollary 6.5. ([39, Corollary 2.2]) Let M be an R-module. If every finitely generated submodule of M is
φ-flat, then M is φ-flat.

As in the case of flat modules, we have the following theorems.

Theorem 6.6. ([39, Proposition 2.3]) Let M be a φ-flat module and 0→ A→ B→M→ 0 be an exact
sequence. If A is φ-flat, then so is B. Moreover, if TorR2 (R/I,M) = 0 for every nonnil ideal I of R, then
the converse is true.

Theorem 6.7. ([56, Theorem 3.6]) Let f : R→ T be a surjective ring homomorphism. If M is a φ-flat
R-module, then M ⊗R T is a φ-flat T -module.

Corollary 6.8. ([56, Corollary 3.7]) Let M be a φ-flat R-module and I be an ideal of R. Then M/IM is a
φ-flat R/I-module.

Theorem 6.9. ([56, Theorem 3.8]) Let R be a φ-ring, M be an R-module and I be an ideal of R.
Suppose that I ⊆ Nil(R) and I ⊗RM � IM. Then M is a φ-flat R-module if and only if M/IM is a
φ-flat R/I-module.

Proposition 6.10. ([34, Proposition 2.10]) Let R be a φ-ring and let I be a nonnil ideal of R. Then I is
φ-flat over R if and only if I/Nil(R) is flat over R/Nil(R).

Recall that a flat module is torsion-free. If R is an NP -ring with Nil(R) & Z(R), then R is a flat
R-module, which means that it is φ-flat but not φ-torsion free.

Proposition 6.11. ([39, Proposition 2.4]) Let R be a ZN -ring. Then every φ-flat R-module is φ-torsion
free.

For rings in which every ideal is φ-flat, we get the following result.

Theorem 6.12. ([39, Theorem 2.7]) Let R be a ring. If all ideals of R are φ-flat, then all ideals of
R/Nil(R) are flat.

The converse of the previous theorem is not always true, as the following example shows.

Example 6.13. ([39, Example 2.8]) Let R = ZnZ/2Z. Then every ideal of R/Nil(R) is flat, but the
ideal I = 0×Z/2Z is not φ-flat.

In 2018, Zhao [55] gave the following homological characterization of φ-Prüfer rings.

Theorem 6.14. ([55, Theorem 4.3]) Let R be a strongly φ-ring. Then the following statements are
equivalent.

1. R is a φ-Prüfer ring;

2. All φ-torsion free R-modules are φ-flat;

3. Each submodule of a φ-flat R-module is φ-flat;

4. Each nonnil ideal of R is a φ-flat R-module;

5. Each finitely generated nonnil ideal of R is a φ-flat R-module;

6. If M is a φ-torsion R-module and N is a φ-torsion free R-module, then TorR1 (M,N ) = 0;
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7. If M is a φ-torsion R-module and I is a nonnil ideal of R, then TorR1 (M,I) = 0;

8. IfM is a φ-torsion R-module and I is a finitely generated nonnil ideal of R, then TorR1 (M,I) = 0.

It is well-known that a domain D is a Prüfer domain if and only if every ideal of D is flat. Kim,
Mahdou and Oubouhou [34] provided the following characterization of a φ-ring in which every ideal
is φ-flat.

Theorem 6.15. ([34, Corollary 2.8]) Let R be a φ-ring. Then every ideal of R is φ-flat if and only if R
is a φ-Prüfer ring with Z(R) =Nil(R).

Recall that an R-module M is called P -flat if, for every (s,x) ∈ R×M such that sx = 0,x ∈ (0 : s)M.
In this last part of this section, we investigates the notion of φ-P -flat modules.

Definition 6.16. An R-module M is called φ-P -flat if for any s ∈ R\Nil(R) and m ∈ M such that
sx := 0,x ∈ (0 : s)M.

Theorem 6.17. ([39, Theorem 3.2]) Let M be an R-module. Then the following conditions are equiv-
alent:

1. M is a φ-P -flat R-module;

2. The canonical map: M ⊗R Ra→M ⊗R R is injective for every a ∈ R\Nil(R);

3. Ra⊗RM � aM, for every a ∈ R\Nil(R);

4. TorR1 (M,R/Ra) = 0 for every a ∈ R\Nil(R);

5. For every a ∈ R\Nil(R), every homomorphism from R/aR toM factors through a free R-module;

6. There exists an exact sequence 0 → K → F → M → 0 with F is free such that for any a ∈
R\Nil(R), Ka = K ∩Fa;

7. For every exact sequence 0→ K → F→M→ 0 with F is free, Ka = K∩Fa for every a ∈ R\Nil(R).

The class of φ-P -flat modules is a generalization of both φ-flat and P -flat modules, as shown by
the following proposition.

Proposition 6.18. ([39, Proposition 3.3]) Let R be a ring. Then

1. Every P -flat module is φ-P -flat.

2. Every φ-flat module is φ-P -flat.

Now we give an example of a φ-P -flat module which is not P -flat and an example of a φ-P -flat
module which is not φ-flat.

Example 6.19. ([39, Example 3.4])

1. Let R = Z/2ZnZ/2Z and I = 0nZ/2Z. Then I is φ-P -flat which is not P -flat.

2. Let R = ZnZ and J = 0n 2Z. Then J is φ-P -flat which is not φ-flat.

Recall from [34] that a ring R is called a φ-P F-ring if every ideal of R is φ-P -flat.

Theorem 6.20. ([34, Theorem 2.2]) The following conditions are equivalent for a ring R.

1. R is a φ-P F-ring;
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2. Every principal ideal of R is φ-P -flat;

3. Every submodule of every φ-P -flat R-module is φ-P -flat;

4. TorR2 (N,R/Ra) = 0 for every R-module N and every a ∈ R\Nil(R);

5. Every nonnil principal ideal of R is flat;

6. For every element x ∈ R and s ∈ R\Nil(R) with sx = 0, there exists α ∈ Ann(x) such that s = αs;

7. For every element x ∈ R and s ∈ R\Nil(R) with sx = 0, there exists α ∈ Ann(s) such that x = αx.

Recall that an ideal I of a ring R is said to be pure if for every x ∈ I , there exists y ∈ I such that
xy = x.

Corollary 6.21. ([34, Corollary 2.3]) A ring R is a φ-P F-ring if and only if Ann(a) is a pure ideal of R for
every a ∈ R\Nil(R).

We next give some examples of φ-P F-rings. Recall that a ring R is said to be P F-ring if every
principal ideal of R is flat.

Example 6.22. ([34, Example 2.4])

1. Every P F-ring is a φ-P F-ring.

2. Every ring R with Z(R) = Nil(R) is a φ-P F-ring.

In general, R being a φ-P F-ring does not imply that Z(R) = Nil(R). It suffices to consider R :=
Z/6Z. Then R is a φ-P F-ring by ([34, Remark 2.5]). But Z(R) = {0,2,3,4} , Nil(R) = 0. Recall that a
ring R is said to be présimplifiable if for every a, r ∈ R, ar = a implies a = 0 or r is a unit. It is easy to
check that any local ring is présimplifiable.

The following corollary shows that if we assume that R is a présimplifiable ring or an NP -ring, we
will get the equivalent between the φ-P F-rings and the rings R with Z(R) = Nil(R).

Corollary 6.23. ([34, Corollary 2.6])

1. If R is a NP -ring, then R is a φ-P F-ring if and only if Z(R) = Nil(R).

2. If R is présimplifiable, then R is a φ-P F-ring if and only if Z(R) = Nil(R).

We denote by U (R) the set of all units of a ring R. Now we give an example of an ideal which is
φ-P -flat but which is neither φ-flat nor P -flat.

Example 6.24. ([34, Example 2.19]) Let D be a domain which is not a field, and set R = D nD. Then
the ideal J = (0, a)R, generated by (0, a) with a ∈D\U (D), is φ-P -flat which is neither φ-flat nor P -flat.

7 Nonnil-injective modules

The notion of nonnil injectivity was introduced and studied by the authors of [53, 50]. Recall that an
R-module M is said to be φ-torsion, if every x ∈M, there exists s ∈ R\Nil(R) such that sx = 0.
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Definition 7.1. ([53, Definition 1.1]) Let R be a ring. An R-module E is said to be nonnil injective if
given every diagram of R-modules and homomorphisms

0 X Y

E

g

f
h

with the above row exact, where Cokerg is a φ-torsion module, there is a homomorphism h : Y → E
making this diagram commute (i.e., hg = f ). In particular, every injective module is nonnil injective.

Theorem 7.2. ([53, Theorem 1.2]) Let R be a ring. The following statements are equivalent for an
R-module E:

1. E is nonnil injective;

2. Every exact sequence 0→ E
f
→ B→ C→ 0 is split for every φ-torsion R-module C;

3. If 0→ A→ B→ C → 0 is an exact sequence such that C is φ-torsion, then the sequence 0→
HomR(C,E)→HomR(B,E)→HomR(A,E)→ 0 is also exact.

The following theorem characterizes the nonnil injective module by the Bear’s criterion.

Theorem 7.3. ([53, Theorem 1.4]) Let R be a ring. An R-module E is nonnil injective if and only if for
every nonnil ideal I of R, every homomorphism f : I → E can be extended to R.

Corollary 7.4. LetR be a ring and E be anR-module. Then E is nonnil injective if and only if Ext1R(R/I,E) =
0 for every nonnil ideal I of R.

The following result is an answer to the question: When areφ-flat (resp., nonnil-injective) modules
flat (resp., injective)?

Theorem 7.5. ([43, Theorem 1.6] and [35, Theorem 3]) Let R ∈H . Then the following assertions are
equivalent:

1. R is an integral domain;

2. Every φ-flat module is flat;

3. Every nonnil injective module is injective.

Recall that an R-module M is called nonnil-FP-injective provided that Ext1
R(T ,M) = 0 for any

finitely presented φ-torsion module T . Note that the class of nonnil-FP-injective modules is closed
under direct sums, direct products, extensions and pure submodules.

Proposition 7.6. ([43, Proposition 1.8]) Let R be an NP-ring. Then the following assertions are equiva-
lent:

1. M is φ-flat;

2. HomR(M,E) is nonnil-injective for any injective module E;

3. HomR(M,E) is nonnil-FP-injective for any injective module E;

4. If E is an injective cogenerator, then HomR(M,E) is nonnil-injective;
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5. If E is an injective cogenerator, then HomR(M,E) is nonnil-FP -injective.

Proposition 7.7. ([43, Proposition 1.4]) Let R be aφ-ring and E an R/Nil(R)-module. Then E is injective
over R/Nil(R) if and only if E is nonnil-injective over R.

Proposition 7.8. ([43, Proposition 1.5]) Let R be a φ-ring and M an FP -injective R/Nil(R)-module.
Then M is nonnil-FP -injective over R.

Obviously, any FP -injective module is nonnil-FP -injective. However, the converse characterizes
integral domains.

Theorem 7.9. ([44, Theorem 1.6]) Let R be a φ-ring. Then the following assertions are equivalent:

1. R is an integral domain;

2. Any nonnil-FP -injective module is FP -injective.

Proposition 7.10. ([43, Proposition 1.8]) Let R be a φ-ring. Then R is nonnil-Noetherian if and only if
any nonnil-FP -injective module is nonnil-injective.

The well-known Cartan-Eilenberg-Bass theorem for the Noetherien ring states that a ring is Noethe-
rian if and only if any direct sum of injective modules is injective.

Theorem 7.11. ([37, Theorem 2.5]) The following statements are equivalent:

1. R is a nonnil-Noetherian ring;

2. Every direct sum of nonnil-injective R-modules is nonnil-injective;

3. Every direct sum of injective hulls of simple R-modules is nonnil-injective;

4. For every nonnil-injective R-module E,
⊕

I E is nonnil-injective.

Theorem 7.12. ([43, Theorem 2.8]) Let R be a φ-ring. Then the following statements are equivalent:

1. R is a φ-Dedekind ring and a strongly φ-ring;

2. Any divisible module is nonnil-injective;

3. Any h-divisible module is nonnil-injective;

4. Any nonnil ideal of R is projective.

Theorem 7.13. ([43, Theorem 2.13]) Let R be a φ-ring. Then the following statements are equivalent:

1. R is a φ-Prüfer ring and a strongly φ-ring;

2. Any divisible module is nonnil-FP -injective;

3. Any h-divisible module is nonnil-FP -injective;

4. Any finitely generated nonnil ideal of R is projective;

5. Any (finitely generated) nonnil ideal of R is flat;

6. Any (finitely generated) ideal of R is φ-flat;

7. Any submodule of a φ-flat module is φ-flat;

8. Any R-module has an epimorphism φ-flat preenvelope;

9. Any R-module has an epimorphism φ-flat envelope.
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8 φ-von Neumann regular rings

Recall that a ring R is said to be von Neumann regular if every R-module is flat. A ring R is called a
π-regular if for each r ∈ R there exist a positive integer n and an element x ∈ R such that r2nx = rn.

An NP -ring R is called a φ-von Neumann regular ring if every R-module is φ-flat.

Theorem 8.1. ([39, Theorem 4.3]) Let R be anNP -ring. Then the following conditions are equivalent:

1. R is a φ-von Neumann regular ring;

2. Every R-module is φ-P -flat;

3. For any non-nilpotent element a ∈ R, there is an element x ∈ R such that a = xa2;

4. R has only one prime ideal;

5. R is π-regular.

Corollary 8.2. ([39, Corollary 4.5]) Any φ-von Neumann regular ring is a strongly φ-ring.

From the previous corollary, we have that any φ-von Neumann regular ring is a φ-ring, so the two
definitions in [39] and [56] are identical.

Corollary 8.3. ([39, Corollary 4.7]) Let R be an NP -ring. Then R is a von Neumann regular φ-von
Neumann regular ring if and only if R is a field.

Example 8.4. ([39, Example 4.8]) Let p be a prime number. Then

1. Z/p2
Z is a φ-von Neumann regular ring which is not a von Neumann regular ring.

2. Z/pZ×Z/pZ is a von Neumann regular ring which is not a φ-von Neumann regular ring.

Corollary 8.5. ([39, Corollary 4.9]) Every φ-von Neumann regular ring is φ-chained.

Corollary 8.6. ([39, Corollary 4.10]) Every φ-von Neumann regular ring is φ-Dedekind.

Corollary 8.7. ([39, Corollary 4.11]) Every φ-von Neumann regular ring is nonnil-Noetherian.

The natural question now is whether we can define an NP -ring in which any descending chain of
nonnil ideals is stationary. The following theorem shows that this ring is exactly a φ-von Neumann
regular ring.

Theorem 8.8. ([39, Theorem 4.12]) Let R be an NP -ring. Then the following conditions are equiva-
lent:

1. Every descending chain of nonnil ideals is stationary;

2. R is a φ-von Neumann regular ring.

Corollary 8.9. ([39, Corollary 4.13]) Let R be a φ-ring. Then R is a φ-von Neumann regular ring if and
only if so is φ(R).
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9 Nonnil-coherent and φ-coherent rings

Recall that a ring R is coherent if any finitely generated ideal is finitely presented. Bacem and Ben-
hissi [5] generalized the notion of coherent rings to two classes of rings in H : nonnil-coherent rings
and φ-coherent rings. Let R be a φ-ring. Then

1. R is called nonnil-coherent provided that any finitely generated nonnil ideal of R is finitely
presented.

2. R is called φ-coherent provided that φ(R) is nonnil-coherent.

Proposition 9.1. ([44, Proposition 1.1]) Let R be a φ-ring. Then the following assertions are equivalent:

1. R is nonnil-coherent;

2. (0 :R r) is a finitely generated ideal for any non-nilpotent element r ∈ R, and the intersection of two
finitely generated nonnil ideals of R is a finitely generated nonnil ideal of R;

3. (I :R b) is a finitely generated ideal for any non-nilpotent element b ∈ R and any finitely generated
ideal I of R.

Proposition 9.2. ([44, Proposition 1.3]) A φ-ring R is nonnil-coherent if and only if R is φ-coherent and
(0 :R r) is a finitely generated ideal for any non-nilpotent element r ∈ R.

The following example shows that the condition " (0 :R r) is a finitely generated ideal for any non-
nilpotent element r ∈ R " in Proposition 9.2 cannot be removed.

Example 9.3. ([44, Example 1.5]) Let D be a coherent domain not a field, Q its quotient field and
E =

⊕∞
i=1Q/D. Let R = D n E be the idealization construction. Then R is φ-coherent which is not

nonnil-coherent.

Proposition 9.4. ([5, Corollary 3.2]) Let R be a φ-ring. Then the following statements are equivalent:

1. R is a φ-coherent ring;

2. φ(R) is a nonnil-coherent ring;

3. φ(R)/Nil(φ(R)) is a coherent domain;

4. R/Nil(R) is a coherent domain.

Bacem and Benhissi [5] generalized the Chase Theorem for coherent rings to that for nonnil-
coherent rings.

Theorem 9.5. ([5, Theorem 2.4]) Let R be a φ-ring. The following statements are equivalent:

1. R is nonnil-coherent;

2. Any direct product of φ-flat R-modules is φ-flat;

3. For any indexing set I , any R-module RI is φ-flat.

In 1970, Stenström [46] obtained that a ring R is coherent if and only if any direct limit of FP -
injective modules is FP -injective. In 2008, Pinzon [41] showed that if R is coherent, the class of
FP -injective modules is (pre)covering. Recently, Dai and Ding [20, 21] showed that the converse of
Pinzon’s result also hold true. The next result generalizes these results to nonnil-coherent rings.
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Theorem 9.6. ([44, Theorem 1.11]) Let R be a φ-ring. The following statements are equivalent:

1. R is nonnil-coherent;

2. The class of nonnil-FP -injective R-modules is closed under pure quotients;

3. The class of nonnil-FP -injective R-modules is closed under direct limits;

4. The class of nonnil-FP -injective R-modules is precovering;

5. The class of nonnil-FP -injective R-modules is covering.

In 1993, Chen and Ding in [16] showed that a ring R is coherent if and only if HomR(M,E) is flat
for any absolutely pure R-module M and any injective R-module E if and only if HomR(M,E) is flat
for any injective R-modulesM and E. In [44] Qi and Zhang generalized this result to nonnil-coherent
rings.

Theorem 9.7. ([44, Theorem 1.12]) Let R be a φ-ring. The following statements are equivalent:

1. R is nonnil-coherent;

2. HomR(M,E) is φ-flat for any nonnil-FP -injective module M and any injective module E;

3. HomR(M,E) is φ-flat for any nonnil-injective module M and any injective module E;

4. HomR (HomR (M,E1) ,E2) is φ-flat for any φ-flat module M and any injective modules E1,E2;

5. If E1 and E2 are injective cogenerators, then HomR (HomR (M,E1) ,E2) is φ-flat for any φ-flat
module M.

Let R ∈ H and M be an R-module. Recall from [23] that a submodule N of M is said to be a
φ-submodule if M/N is a φ-torsion module and M is said to be nonnil-coherent if M is finitely
generated and every finitely generated φ-submodule of M is finitely presented. In particular, every
coherent module over a φ-ring is nonnil-coherent. Note that for a φ-torsion R-module M, we have
that M is nonnil-coherent if and only if M is coherent.

Theorem 9.8. ([23, Theorem 2.6]) The following are equivalent for a φ-ring R:

1. R is a nonnil-coherent ring;

2. R is a nonnil-coherent R-module;

3. Every finitely generated free R-module is nonnil-coherent;

4. Every finitely presented R-module is nonnil-coherent;

5. Every finitely generated φ-submodule of a finitely presented R-module is finitely presented.

The following theorem characterizes when a finitely generated submodule of a nonnil-coherent
module is nonnil-coherent.

Theorem 9.9. ([23, Theorem 2.7]) Let R ∈H andM be a nonnil-coherent R-module. If N is a finitely
generated φ-submodule of M, then N is a nonnil-coherent module.

Corollary 9.10. ([23, Corollary 2.9]) If R is a nonnil-coherent ring, then any finitely generated nonnil
ideal of R is a nonnil-coherent R-module.
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An R-module M is said to be a φ-divisible module if sM = M for every s ∈ R\Nil(R). Now, we
study the transfer of nonnil-coherent rings in the trivial ring extensions. From [26, Corollary 2.4], a
trivial ring extension RnM is a φ-ring if and only if R is a φ-ring and M is a φ-divisible module.

Theorem 9.11. ([23, Theorem 4.1]) Let A ∈ H , M be a φ-divisible A-module, and set R := A nM.
Then the following statements are equivalent:

1. R is a nonnil-coherent ring;

2. A is a nonnil-coherent ring and (0 : r) n (0 :M r) is a finitely generated ideal of R for each r ∈
A\Nil(A);

3. A is a nonnil-coherent ring and R(r,0) is finitely presented for all r ∈ A\Nil(A).

Corollary 9.12. ([23, Corollary 4.6]) Let R = A nM be a φ-ring such that Z(A) = Nil(A). Then R
is a nonnil-coherent ring if and only if A is a nonnil-coherent ring and (0 : Mr) is a finitely generated
A-submodule of M for every r ∈ A\Nil(A).

Let R be an NP -ring. Recall from [44] that an R-module M is called φ-copure flat provided that
TorR1 (E,M) = 0 for any nonnil-injective module E, and if N is a submodule of M, then N ↪→M is said
to be a φ-embedding map provided that M/N is a φ-torsion module.

Theorem 9.13. ([44, Theorem 2.5]) Let R be a φ-ring. The following statements are equivalent:

1. Every nonnil-injective R-module is φ-flat;

2. R is a φ-von Neumann regular ring;

3. R is a nonnil-coherent ring and Rp is a φ-von Neumann regular ring for any p ∈ Spec(R);

4. R is a nonnil-coherent ring and Rm is a φ-von Neumann regular ring for any m ∈Max(R);

5. Any R-module can be φ-embedded into a φ-flat module;

6. Any nonnil-FP -injective module is φ-flat;

7. R is nonnil-coherent and any φ-flat module is nonnil-FP -injective;

8. An R-module M is φ-flat if and only if M is nonnil-FP -injective;

9. Any φ-torsion R-module is φ-copure flat;

10. R/Nil(R) is a field.

It is interesting to note that, in 2018, D. Bennis and M. El Hajoui [13] introduced S-finitely pre-
sented modules and S-coherent rings, which are S-versions of finitely presented modules and co-
herent rings. They also gave an S-version of Chase’s result to characterize S-coherent rings using
ideals. After that, the authors of [45] characterized S-coherent rings in terms of S-Mittag-Leffler
modules and S-flat modules (which can be seen as flat modules by localizing at S). In [38] Mahdou
and Oubouhou introduced the notion of nonnil-S-coherent rings as a generalization of both nonnil-
coherent rings and S-coherent rings. Let R be a φ-ring and S be a multiplicative set of R. Then R is
said to be a nonnil-S-coherent ring if each nonnil ideal of R is S-finitely presented.



98 Moroccan Journal of Algebra and Geometry with Applications / H. Kim et al.

10 φ-exact sequences and φ-projective modules

This section is due to Zhao [54]. Throughout this section R always denotes an NP -ring.
Let M be an R-module. We set

NN (R) = {I | I is a nonnil ideal of R, that is, I *Nil(R)}

and
Ntor(M) = {x ∈M | Ix = 0 for some I ∈NN (R)}.

Then Ntor(M) is a submodule ofM. If Ntor(M) =M (resp., Ntor(M) = 0 ),M is called a nonnil-torsion
R-module (resp., a nonnil-torsion-free R-module). Define the map φ : R→ RNil(R) by φ(r) = r

1 for
r ∈ R and ψ : M → MNil(R) by ψ(x) = x

1 for x ∈ M. Then ψ is a homomorphism of R-modules. In
this case, kerψ = Ntor(M) and ψ(M) � M/Ntor(M) is a φ(R)-module. If M is a nonnil-torsion-free
R-module, then ψ(M) �M. If f :M→N is a homomorphism of R-modules, then f induces naturally
a φ(R)-homomorphism f̃ : ψ(M)→ ψ(N ) of φ(R)-modules such that f̃

(
x
1

)
= f (x)

1 for x ∈M.

This induced homomorphism f̃ is a homomorphism of nonnil-torsion-freeR-modules. If f : A→ B
and g : B→ C are two homomorphisms of R-modules, then g̃f = g̃ f̃ .

If f ,g : A→ B are homomorphisms of R-modules, then

˜g + f = g̃ + f̃ .

Therefore, ψ is an additive covariant functor from the category of R-modules to the category of
nonnil-torsion-free φ(R)-modules. Moreover, ψ is an additive covariant functor from the category of
R-modules to the category of nonnil-torsion-free R-modules. We have ψ(ψ(M)) = ψ(M) and ψ(M ⊕
N ) = ψ(M)⊕ψ(N ) for every R-modules M and N .

Definition 10.1. A sequence of R-modules and homomorphisms

A
f
→ B

g
→ C

is called a φ-complex (resp., a φ-exact sequence) if

ψ(A)
f̃
→ ψ(B)

g̃
→ ψ(C)

is a complex (resp., an exact sequence) of φ(R)-modules.

Let f : A→ B be a homomorphism of R-modules. Set

NKer(f ) = {a ∈ A | sf (a) = 0 for some s ∈ R\Nil(R)},

NIm(f ) = {b ∈ B | sb = sf (a) for some a ∈ A and s ∈ R\Nil(R)}.

Because Nil(R) is prime, NKer(f ) is a submodule of A, called the nonnil-kernel of f , and NIm(f ) is
a submodule of B, called the nonnil-image of f . We set NCoker(f ) := B/NIm(f ). It is easy to verify
that Ker(f ) + Ntor(A) ⊆NKer(f ) and Im(f )+ Ntor(B) = NIm(f ).

Theorem 10.2. ([54, Theorem 2.6]) LetA
f
→ B

g
→ C be a sequence ofR-modules and homomorphisms.

Then

1. A
f
→ B

g
→ C is a φ-complex if and only if NIm(f ) ⊆NKer(g).
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2. A
f
→ B

g
→ C is a φ-exact sequence if and only if NIm(f ) = NKer(g).

A homomorphism f : A→ B is called aφ-monomorphism (resp., aφ-epimorphism; aφ-isomorphism)
if the induced homomorphism f̃ is a monomorphism (resp., an epimorphism; an isomorphism).

Note that a φ-monomorphism is not always a monomorphism, a φ-epimorphism is not always an
epimorphism (cf. [54]).

In [54] Zhao provided the following characterizations of aφ-monomorphism and aφ-epimorphism
with the help of the nonnil-kernel and the nonnil-image of an R-homomorphism.

Theorem 10.3. ([54, Theorem 2.7]) Let f : A→ B be a homomorphism of R-modules. Then

1. f is a φ-monomorphism if and only if 0→ A
f
→ B is φ-exact if and only if NKer(f ) = Ntor(A).

2. f is a φ-epimorphism if and only if A
f
→ B→ 0 is φ-exact if and only if NCoker(f ) = 0.

3. f is a φ-isomorphism if and only if 0→ A
f
→ B→ 0 is φ-exact.

Recall from [51, 54] that an R-module F is φ-free (resp., φ-projective) if ψ(F) is free (resp., projec-
tive) as a φ(R)-module.

Any free R-module is φ-free; any φ-free R-module is φ-projective; any projective R-module is φ-
projective. If R is a ZN -ring, then a nonnil-torsion-free R-module is φ-free (resp., φ-projective) if
and only if it is free (resp., projective).

Example 10.4. ([54, Example 3.1]) Let D be an integral domain and M a non torsion-free D-module.
Taking R =D nM, we have that φ(R) is a φ-free R-module but not free, also not projective.

Example 10.5. ([39, Example 2.16]) Let D = Z[
√

5] and K its quotient field. Let R = D nK/D. Then
the ring R contains a φ-projective ideal which is not φ-free.

Proposition 10.6. ([54, Proposition 3.2]) Let P be an R-module. Then the following conditions are equiv-
alent:

1. P is a φ-projective R-module;

2. Ext1
φ(R)(ψ(P ),A) = 0 for any φ(R)-module A (or any nonnil-torsion-free φ(R)-module A);

3. Homφ(R)(ψ(P ),−) is an exact functor;

4. Every exact sequence of φ(R)-modules such as 0→ A→ B→ ψ(P )→ 0 (or A is nonnil-torsion-free)
is split;

5. ψ(P )⊕K is a free φ(R)-module for some φ(R)-module K .

It is well known that an R-module P is projective if and only if every exact sequence 0→ A→ B→
P → 0 is split.

Theorem 10.7. ([54, Theorem 3.3]) Let P be an R-module. Then P is φ-projective if and only if every
φ-exact sequence of the form 0→ A→ B→ P → 0 is φ-split, that is, the sequence of φ(R)-module
0→ ψ(A)→ ψ(B)→ ψ(P )→ 0 is split.

Let M,N be R-modules. If ψ(M) � ψ(N ), then M is φ-projective if and only if N is φ-projective.
We have that M is φ-free if and only if N is φ-free. An R-module P is projective if and only if P
is a direct summand of some free R-module. The following theorem gives the relationship between
φ-projective modules and φ-free R-modules.
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Theorem 10.8. ([54, Theorem 3.4]) Let P be an R-module. Then P is φ-projective if and only if P is
a direct summand of some φ-free module.

We know that any projective module is flat, so the natural question is whether a φ-projective
module is φ-flat.

The following example shows that a φ-projective module in an NP -ring is not always φ-flat.

Example 10.9. ([39, Example 2.10]) Let R = ZnZ/2Z. Then φ(R) is a φ-projective R-module which
is not φ-flat R-module.

Theorem 10.10. Let R be an NP -ring. Then the following conditions are equivalent:

1. Every φ-projective R-module is φ-flat;

2. Every φ-free R-module is φ-flat.

It is known that if R is a domain and I is an ideal, then I is invertible if and only if I is projective
as an R-module. Comparatively, Zhao, Wang and Zhang provided the following result.

Theorem 10.11. ([51, Theorem 4.2]) Let R be a φ-ring and I be a finitely generated nonnil ideal.
Then I is φ-invertible if and only if I is φ-projective as an R-module.

The following theorem gives more characterizations concerning modules over φ-Prüfer rings.

Theorem 10.12. ([51, Corollary 4.3]) Let R be a φ-ring. Then R is a φ-Prüfer ring if and only if each
finitely generated nonnil ideal of R is φ-projective.

Corollary 10.13. ([51, Corollary 4.4]) Let R be a nonnil-Noetherian ring. Then R is a φ-Dedekind ring if
and only if each nonnil ideal of R is φ-projective.

The following result investigated the φ-rings over which all R-modules are φ-projective. This
result identifies that all semisimple domains are fields.

Theorem 10.14. ([54, Theorem 4.6]) Let R be a φ-ring. If all R-modules are φ-projective, then R is a
field.

11 On nonnil-commutative diagrams and nonnil-projective modules

Let R be an NP -ring and let A,B,C,D be R-modules and f : A→ B,g : B→ D,h : A→ C,k : C→ D be
homomorphisms of R-modules. Then the following diagram:

A
f

−−−−−→ B

h

y g
y

C
k−−−−−→ D

is said to be nonnil-commutative if NIm(gf − kh) = Ntor(D); equivalently, NKer(gf − kh) = Ntor(A).

A sequence of R-modules and homomorphisms A
f
→ B

g
→ C is called a nonnil-complex (resp., a

nonnil-exact sequence) if it is φ-complex (resp., φ-exact); equivalently, NIm(f ) ⊆ NKer(g) (resp.,
NIm(f ) = NKer(g)) according to [54, Theorem 2.6].

A homomorphism f : A→ B of R-modules is called a nonnil-monomorphism if NKer(f ) = Ntor(A),

equivalently 0→ A
f
→ B is a nonnil-exact sequence; f is called a nonnil-epimorphism if NIm(f ) = B
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(i.e., NCoker(f ) = 0), equivalently A
f
→ B→ 0 is a nonnil exact sequence. Also f is called a nonnil-

isomorphism if there exists a homomorphism g : B → A such that NIm(1A − gf ) = Ntor(A) and
NIm(1B − f g) = Ntor(B). If there exists a nonnil-isomorphism f : A → B, we say that A and B are

nonnil-isomorphic, denoted by A
N' B. Note that if f : A → B is a nonnil-isomorphism, then f is

both a nonnil-monomorphism and a nonnil-epimorphism. It is interesting to note that a homomor-
phism f of R-modules is both a nonnil-monomorphism and a nonnil-epimorphism without being a
nonnil-isomorphism (see [42]).

Definition 11.1. A homomorphism of R-modules g : B→ C is said to be right nonnil-split if there
exists a homomorphism g ′ : C→ B such that NIm(1C − gg ′) = Ntor(C); an R-module homomorphism
f : A→ B is said to be left nonnil-split if there exists a homomorphism f ′ : B→ A.

Theorem 11.2. ([42, Theorem 2.8]) Let R be a ring and f : A→ B a homomorphism of R-modules. If f
is left nonnil-split (resp., right nonnil-split) and a nonnil-epimorphism (resp., a nonnil-monomorphism),
then f is a nonnil-isomorphism.

By Theorem 11.2, an R-module homomorphism f : A→ B is a nonnil-isomorphism if and only if
it is both left nonnil-split and right nonnil-split.

Theorem 11.3. ([42, Theorem 2.9]) Let 0→ A
f
→ B

g
→ C→ 0 be a short nonnil-exact sequence.

1. If g is right nonnil-split, then there exist submodules M,L of B such that B = M + L,L
N' C and

f : A→M is a nonnil-epimorphism, M ∩L = Ntor(B), and also B � (M ⊕L)/Ntor(N ).

2. If f is left nonnil-split, then there exist submodules M,L of B such that B = M + L,A 'M and
g |L : L→ C is a nonnil-monomorphism, M ∩L = Ntor(B), and also B � (M ⊕L)/Ntor(B).

3. The sequence 0→ A
f
→ B

g
→ C → 0 is nonnil-split if and only if there exist homomorphisms

f ′ : B → A, g ′ : C → B such that NIm(1A − f ′f ) = Ntor(A), NIm(1C − gg ′) = Ntor(C) and
NIm(1B − f f ′ − g ′g) = Ntor(B).

Theorem 11.4. ([42, Theorem 2.10]) Let 0→ A
f
→ B

g
→ C→ 0 be a short nonnil-exact sequence. Then

1. If g is right nonnil-split, then B
N'NIm(f )⊕C.

2. If f is left nonnil-split, then B
N' A⊕NKer(g).

3. If the sequence 0→ A
f
→ B

g
→ C→ 0 is nonnil-split, then B

N' A⊕C.

Definition 11.5. 1. An R-module P is said to be nonnil-projective if given any diagram of module
homomorphisms

P
h

��
f
��

B
g // C // 0

with the bottom row nonnil-exact, there is a homomorphism h : P → B making this diagram
nonnil-commutative.

2. An R-module F0 is said to be N -free if it is nonnil-isomorphic to a free module.

Theorem 11.6. ([42, Theorem 3.7]) The following statements are equivalent for an R-module P :
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1. P is nonnil-projective;

2. Every nonnil-exact sequence such as 0→ A→ B→ P → 0 is right nonnil-split;

3. P is a direct summand of an N-free module.

Corollary 11.7. ([42, Corollary 3.8]) Let P be an R-module. If P is nonnil-isomorphic to a projective

module P0, that is, there is a projective module P0 such that P
N' P0, then P is nonnil-projective.

Afterwards, Zhao, Wang, and Pu proposed an interesting problem as follows.

Problem: Is every nonnil-projective module nonnil-isomorphic to some projective module?

Theorem 11.8. ([42, Theorem 3.9]) An R-module P is nonnil-projective if and only if there exist
elements {xi | i ∈ Γ } ⊆ P and R-homomorphisms {fi | i ∈ Γ } ⊆HomR(P ,R) such that:

1. If x ∈ P , then almost all fi(x) = 0.

2. If x ∈ P , then there exists an element s ∈ R\Nil(R) such that sx = s
∑
i fi(x)xi .

In this case, P is generated by {xi | i ∈ Γ }, and {xi , fi | i ∈ Γ }, which is called a nonnil-projective basis of
P .

Theorem 11.9. ([42, Theorem 4.4]) Let R be a ZN -ring. Then an R-module is φ-projective if and
only if it is nonnil-projective.

In Theorem 10.14, it is shown that if all R-modules are φ-projective, then R is a field. Here we
have the following result.

Theorem 11.10. ([42, Theorem 4.5]) Let R be a ring. If all R-modules are nonnil-projective, then R is
a field.

Theorem 11.11. ([42, Theorem 4.7] ) If all nonnil-torsion-free R-modules are nonnil-projective, then
R is a φ-Dedekind ring.

Theorem 11.12. ([42, Theorem 4.8]) If all nonnil ideals of R are nonnil-projective, then R is a
Dedekind ZN -ring.

12 Strongly φ-flat modules, strongly nonnil-injective modules and their
homological dimensions

It is well-known that the notions of flat modules and injective modules have the hereditary property,
that is, let 0→ A→ B→ C→ 0 be a short exact sequence of R-modules. Then it is easy to verify that
if B and C are flat modules, so is A; and that if A and B are injective modules, so is C. And so it is
ubiquitous to study modules and rings by using flats and injectives. So it is natural and worth asking
that:
Do φ-flat modules and nonnil-injective modules have the similar hereditary property?

The following two examples show that φ-flat modules and nonnil-injective modules do not verify
the hereditary property.

Example 12.1. ([52, Example 1.1]) Let Z be the ring of all integers with Q its quotients field, and

Z (p∞) :=
{
n
pk

+Z | n
pk

+Z ∈Q/Z
}

the p-Prüfer group with p a prime in Z. Set R = ZnZ (p∞) the trivial

extension of Z with Z (p∞). Then R is a φ-ring with Nil(R) = 0 nZ (p∞), and so R/Nil(R) is φ-flat.
However, Nil(R) is not φ-flat.
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Example 12.2. ([52, Example 1.2]) Consider the above Example 12.1 and let E := Hom
Z

(R/Nil(R),Q/Z).
Then E is nonnil-injective. However, the quotient Hom

Z
(Nil(R),Q/Z) of the injective module Hom

Z
(R,Q/Z)

by E is not nonnil-injective.

To obtain the hereditary property flatness and injectivity in NP -rings, Zhang et al.introduced the
following ?strong version? of φ-flat modules and nonnil-injective modules using higher derived
functors.

Definition 12.3. Let R be an NP -ring and M an R-module. Then

1. M is called strongly φ-flat if TorRn (T ,M) = 0 for any φ-torsion module T and any n ≥ 1.

2. M is called strongly nonnil-injective if ExtnR(T ,M) = 0 for any φ-torsion module T and any
n ≥ 1.

Proposition 12.4. ([52, Proposition 1.5]) Let R be a φ-ring and 0 → A → B → C → 0 a short exact
sequence of R-modules. Then the following statements hold.

1. The class of strongly φ-flat modules (resp., strongly nonnil-injective modules) is closed under direct
limits (resp., direct products), direct summands, and extensions.

2. If B and C are strongly φ-flat modules, so is A.

3. If A and B are strongly nonnil-injective modules, so is C.

Obviously, every strongly φ-flat module is φ-flat, and every strongly nonnil-injective module is
nonnil-injective. However, Example 12.1 and Example 12.2 show that φ-flat modules are not always
strongly φ-flat, and nonnil-injective modules are also not always strongly nonnil-injective. But the
following result exhibits that over ZN -rings, φ-flat modules are exactly strongly φ-flat and nonnil-
injective modules are exactly strongly nonnil-injective.

Proposition 12.5. ([52, Theorem 1.6]) Let R be a ZN -ring. Then the following assertions hold:

1. An R-module M is φ-flat if and only if it is strongly φ-flat.

2. An R-module M is nonnil-injective if and only if it is strongly nonnil-injective.

Proposition 12.6. ([52, Proposition 1.8]) Let R be an NP -ring. Then the following assertions are equiva-
lent:

1. M is strongly φ-flat;

2. HomR(M,E) is strongly nonnil-injective for any injective module E;

3. If E is an injective cogenerator, then HomR(M,E) is strongly nonnil-injective.

Let R be a ring. It is well known that the flat dimension of an R-module M is defined as the length
of the shortest flat resolution of M and the weak global dimension of R is the supremum of the flat
dimensions of all R-modules. Zhang et al. introduced the notion of φ-flat dimension of an R-module
as follows:

Definition 12.7. Let R be a ring andM an R-module. We write φ-fdR(M) ≤ n (φ-fd abbreviates φ-flat
dimension) if there is an exact sequence of R-modules

0→ Fn→ ·· · → F1→ F0→M→ 0 (�)

where each Fi is strongly φ-flat for i = 0, . . . ,n. The exact sequence (�) is said to be a φ-flat resolution
of length n ofM. If such finite resolution does not exist, then we say φ-fdR(M) =∞; otherwise, define
φ-fdR(M) = n if n is the length of the shortest φ-flat resolution of M.
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It is obvious that an R-moduleM is strongly φ-flat if and only if fdR(M) = 0. Certainly, φ-fdR(M) ≤
fdR(M). If R is an integral domain, then φ-fdR(M) = fdR(M).

Proposition 12.8. ([52, Proposition 2.2]) Let R be an NP-ring. The following statements are equivalent
for an R-module M:

1. φ-fdR(M) ≤ n;

2. TorRn+k(T ,M) = 0 for every φ-torsion R-module T and every positive integer k;

3. TorRn+k(R/I,M) = 0 for every nonnil ideal I and every positive integer k;

4. TorRn+k(R/I,M) = 0 for every finitely generated nonnil ideal I and every positive integer k;

5. If 0→ Fn→ ·· · → F1→ F0→M→ 0 is an exact sequence, where F0,F1, . . . ,Fn−1 are strongly φ-flat
R-modules, then Fn is strongly φ-flat;

6. If 0→ Fn→ ·· · → F1→ F0→M→ 0 is an exact sequence, where F0,F1, . . . ,Fn−1 are flat R-modules,
then Fn is strongly φ-flat;

7. There exists an exact sequence 0→ Fn → ·· · → F1 → F0 → M → 0, where F0,F1, . . . ,Fn−1 are flat
R-modules, then Fn is strongly φ-flat.

Definition 12.9. The φ-weak global dimension of a ring R is defined by

φ-w.gl.dim(R) = sup{φ-f dR(M) |M is an R-module }.

Obviously, by definition, φ-w.gl.dim(R) ≤ w.gl.dim(R). Notice that if R is an integral domain, then
φ-w.gl.dim(R) = w.gl.dim(R).

Theorem 12.10. ([52, Theorem 2.6]) Let R be an NP -ring. The following statements are equivalent:

1. φ-w.gl.dim(R) ≤ n;

2. φ - f dR(M) ≤ n for every R-module M;

3. TorRn+k(T ,M) = 0 for every R-module M, every φ-torsion T and every positive integer k;

4. TorRn+k(R/I,M) = 0 for every R-module M, every nonnil ideal I of R and every positive integer
k;

5. TorRn+k(R/I,M) = 0 for every R-module M and every finitely generated nonnil ideal I ;

6. TorRn+1(T ,M) = 0 for every R-module M and every φ-torsion T ;

7. TorRn+1(R/I,M) = 0 for every R-module M and every nonnil ideal I of R;

8. TorRn+1(R/I,M) = 0 for every R-module M and every finitely generated nonnil ideal I of R;

9. f dR(R/I) ≤ n for every nonnil ideal I of R;

10. f dR(R/I) ≤ n for every finitely generated nonnil ideal I of R.

Consequently, the φ-weak global dimension of R is determined by the formulas:

φ-w.gl.dim (R) = sup {f dR(R/I) | I is a nonnil ideal of R}
= sup {f dR(R/I) | I is a finitely generated nonnil ideal of R} .

The following theorem characterizes φ-von Neumann regular rings in terms of strongly φ-flat
modules and φ-weak global dimensions.
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Theorem 12.11. ([52, Theorem 2.8]) Let R be a φ-ring. The following statements are equivalent:

1. φ-w.gl.dim (R) = 0;

2. Every R-module is strongly φ-flat;

3. R is a φ-von Neumann regular ring.

Theorem 12.12. ([52, Theorem 2.9]) Let R be a φ-ring. The following statements are equivalent:

1. φ-w.gl.dim (R) ≤ 1;

2. Every submodule of a flat R-module is strongly φ-flat;

3. Every submodule of strongly φ-flat R-module is strongly φ-flat;

4. R is a φ-Prüfer strongly φ-ring.

Let R be a ring. It is well known that the injective dimension of an R-module M is defined as the
length of the shortest injective resolution ofM, and the global dimension of R is the supremum of the
injective dimensions of all R-modules. Comparatively, Zhang introduced the notion of φ-injective
dimension of an R-module as follows.

Definition 12.13. Let R be a ring and M an R-module. We write φ-idR(M) ≤ n (φ-id abbreviates
φ-injective dimension) if there is an exact sequence of R-modules

0→M→ E0→ E1→ ·· · → En→ 0 (∇)

where each Ei is strongly nonnil-injective for i = 0, . . . ,n. The exact sequence (∇) is said to be a
φ-injective resolution of length n of M. If such finite resolution does not exist, then we say φ-id
(M) =∞; otherwise, define φ-idR(M) = n if n is the length of the shortest φ-injective resolution of M.

It is obvious that an R-moduleM is strongly nonnil-injective if and only ifφ-idR(M) = 0. Certainly,
φ-idR(M) ≤ idR(M). If R is an integral domain, then φ-idR(M) = idR(M).

Theorem 12.14. ([52, Proposition 3.2]) Let R be anNP -ring. The following statements are equivalent
for an R-module M:

1. φ− idR(M) ≤ n;

2. Extn+k
R (T ,M) = 0 for every φ-torsion R-module T and every positive integer k;

3. Extn+k
R (R/I,M) = 0 for every nonnil ideal I and every positive integer k;

4. If 0→ M → E0 → E1 → ·· · → En → 0 is an exact sequence, where E0,E1, . . . ,En−1 are strongly
nonnil-injective R-modules, then En is strongly nonnil-injective;

5. If 0→M → E0 → E1 → ·· · → En → 0 is an exact sequence, where E0,E1, . . . ,En−1 are injective
R-modules, then En is strongly nonnil-injective;

6. There exists an exact sequence 0→ M → E0 → E1 → ·· · → En → 0, where E0,E1, . . . ,En−1 are
injective R-modules and En is strongly nonnil-injective.

Corollary 12.15. ([52, Corollary 3.3]) Let R be an NP -ring, M an R-module and E an injective cogener-
ator of R-Mod. Then φ-f dR(M) = φ-id (HomR(M,E))
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Definition 12.16. The φ-global dimension of a ring R is defined by

φ-gl.dim(R) = sup{φ-idR(M) |M is an R-module }.

Obviously, by definition, φ-gl.dim(R) ≤ gl.dim(R). Notice that if R is an integral domain, then
φ-gl.dim(R) = gl.dim(R).

Theorem 12.17. ([52, Theorem 3.7]) Let R be an NP -ring. The following statements are equivalent
for R.

1. φ-gl.dim(R) ≤ n;

2. φ-idR(M) ≤ n for every R-module M;

3. Extn+k
R (T ,M) = 0 for every R-module M, every φ-torsion T and every positive integer k;

4. Extn+k
R (R/I,M) = 0 for every R-module M, every nonnil ideal I of R and every positive integer

k;

5. Extn+1
R (T ,M) = 0 for every R-module M and every φ-torsion T ;

6. Extn+1
R (R/I,M) = 0 for every R-module M and every nonnil ideal I of R.

Consequently, the φ-global dimension of R is determined by the formulas:

φ-gl.dim(R) = sup {pdR(R/I) | I is a nonnil ideal of R} .

Theorem 12.18. ([52, Theorem 3.9]) Let R be a φ-ring. The following statements are equivalent:

1. φ-gl.dim (R) = 0;

2. Every R-module is strongly nonnil-injective;

3. R is a φ-von Neumann regular ring.

Theorem 12.19. ([52, Theorem 3.10]) Let R be a φ-ring. The following statements are equivalent:

1. φ-gl.dim (R) ≤ 1;

2. Every quotient module of an injective R-module is strongly nonnil-injective;

3. Every quotient module of a strongly nonnil-injective R-module is strongly nonnil-injective;

4. R is a φ-Dedekind strongly φ-ring.

13 φ-(weakly) global dimension

This section is due to El Haddaoui and Mahdou [24].

Definition 13.1. An R-module M is said to be φ-uniformly torsion ( φ-u-torsion for short) if sM = 0
for some s ∈ R\Nil(R).

Example 13.2. For every nonnil ideal I of R, we get that R/I is φ-u-torsion.

Definition 13.3. Let R be a ring. An R-module P is said to be φ-uniformly projective (φ-u-projective
for short) if Ext1R(P ,N ) = 0 for every φ-u-torsion R-module N . In particular, every projective module
is φ-u-projective.
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The following theorem characterizes φ-u-projective modules by short exact sequences.

Theorem 13.4. ([24, Theorem 3.5]) Let R be a ring. The following statements hold for an R-module
P :

1. If P is φ-u-projective, then every exact sequence 0→ A→ B
g
→ P → 0 is split for every φ-u-

torsion R-module A.

2. P is φ-u-projective if and only if every exact sequence 0→ A→ B→ C → 0, where A is φ-u-
torsion, induces the exact sequence

0→HomR(P ,A)→HomR(P ,B)→HomR(P ,C)→ 0.

As in the classical homology, El Haddaoui and Mahdou defined the φ-projective dimension of an
R-module as follows:

Definition 13.5. Let R be a ring and let M be an R-module. The φ-projective dimension of M over
R, denoted by φ-pdRM, is said to have at most n ≥ 1 (where n ∈N) if either M = 0 or M , 0 which is
not φ-u-projective and which satisfies Extn+1

R (M,N ) = 0 for every φ-u-torsion module N . If n is the
least non-negative integer for which Extn+1

R (M,N ) = 0 for every φ-u-torsion module N , then we set
φ-pdRM = n. If no such n exists, set φ-pdRM =∞.

Let P be an R-module. Then it is easy to see that P is a φ-u-projective module if and only if
φ-pdRP = 0.

Theorem 13.6. ([24, Theorem 3.10]) Let R be a ring and n ∈N∗. The following statements are equiv-
alent for a non φ-u-projective R-module M:

1. φ-pdRM 6 n;

2. Extn+1
R (M,N ) = 0 for every φ-u-torsion R-module N ;

3. If 0 −→ Pn −→ Pn−1 −→ ·· · −→ P1 −→ P0 −→M −→ 0 is exact, where P0, P1, . . . , Pn−1 are projective,
then Pn is φ-u-projective.

Theorem 13.7. ([24, Theorem 3.12]) Let 0 → N → P → M → 0 be an exact sequence where P is
projective. If φ-pdRM = n ≥ 1, then φ-pdRN = n− 1.

Theorem 13.8. ([24, Theorem 3.13]) Let {Mi}i∈I be a family of R-modules. Then

φ-pdR(
⊕

i∈IMi) = supi∈Iφ-pdRMi .

Theorem 13.9. ([24, Theorem 4.1]) The following are equivalent for a ZN -ring R:

1. φ-pdR(R/I) 6 n for every nonnil ideal I of R;

2. φ-idRN 6 n for every φ-u-torsion R-module N ;

3. Extn+1
R (R/I,N ) = 0 for every nonnil ideal I of R and every φ-u-torsion R-module N .

Let R be a ring. It is well known that the global dimension of R is the supremum of the projective
dimensions of all R-modules. Comparatively, El Haddaoui and Mahdou introduced the notion of
φ-global dimension as follows.



108 Moroccan Journal of Algebra and Geometry with Applications / H. Kim et al.

Definition 13.10. Let R be a ZN -ring, define

φ-gldim(R) = sup
{
φ-pdR(R/I) | I is a nonnil ideal of R

}
= sup {φ- idRN |N is a φ-u-torsion R-module}

which is called the φ-global dimension of R.

Definition 13.11. The φ-global dimension of a ring R is either 0 (i.e., R is φ-semisimple) or the
supremum of all φ-pdR(R/I) where I is a nonnil ideal of R such that R/I is not φ-u-projective.

Definition 13.12. A φ-ring R is said to be φ-hereditary if every nonnil ideal of R is φ-u-projective.
In particular, every hereditary φ-ring is φ-hereditary.

As in the classical homology, the following theorem characterizes the φ-hereditary rings.

Theorem 13.13. ([24, Theorem 4.3]) The following statements are equivalent for a strongly φ-ring
R:

1. R is φ-hereditary;

2. Every factor E/X of an injective module E by a φ-u-torsion submodule X of E is nonnil-
injective;

3. φ-gldim(R) ≤ 1.

Definition 13.14. The sequence 0→ A→ B→ C → 0 is said to be φ-pure exact if for every finitely
presented φ-torsion module F, we get the following exact sequence 0→ F⊗RA→ F⊗RB→ F⊗RC→
0. In particular, every pure exact sequence is φ-pure.

The following theorem characterizes the φ-pure exact sequence as in the classical case.

Theorem 13.15. ([24, Theorem 5.3]) The following are equivalent for an exact sequence 0 → A →
B→ C→ 0.

1. The above exact sequence is φ-pure;

2. For every finitely presented φ-torsion R-module F, we get the following exact sequence 0 →
HomR(F,A)→HomR(F,B)→HomR(F,C)→ 0.

Theorem 13.16. ([24, Theorem 5.4]) The following are equivalent for an R-module F:

1. F is φ-flat;

2. Every exact sequence 0→M ′→M→ F→ 0 is φ-pure;

3. There exists a φ-pure exact sequence 0→M ′→M→ F→ 0, where M is φ-flat.

A submodule A of B is said to be φ-pure if the exact sequence 0→ A→ B→ B/A→ 0 is φ-pure.
The following theorem characterizes the φ-pure ideals of a ring R.

Theorem 13.17. ([24, Theorem 5.7]) Let I be an ideal of R. Then the following are equivalent:

1. I is a φ-pure ideal;

2. R/I is φ-flat;

3. I ∩ J = IJ for every nonnil ideal J of R;
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4. I ∩ J = IJ for every finitely generated nonnil ideal J of R.

The following example gives a φ-pure ideal which is not pure.

Example 13.18. ([24, Example 5.2]) In the ring R := QnQ, the Nil(R) = 0nQ is a φ-pure ideal of R
which is not pure.

In the classical homology, every projective module is flat. The following theorem shows the same
result.

Theorem 13.19. ([24, Theorem 5.11]) Let R be a ring and P be an R-module. If P is a φ-u-projective
module, then P is φ-flat.

In the classical homology, every finitely presented flat module is projective. The following theorem
shows the analog of the result.

Theorem 13.20. ([24, Theorem 5.13]) Let R be a ring. Then every finitely presented φ-flat module is
φ-u-projective.

The following example 13.21 gives a φ-u-projective module which isn’t projective.

Example 13.21. ([24, Example 5.4]) Nil(Z/2ZnZ/2Z) is a φ-u-projective ideal of R = Z/2ZnZ/2Z
which isn’t projective.

Definition 13.22. Let R be a ring and let M be an R-module. The φ-flat dimension of M over R,
denoted by φ-f dRM, is said to have at most n ≥ 1 (where n ∈N) if either M = 0 or M , 0 which is not
φ-flat and satisfies TorRn+1(M,N ) = 0 for every φ-u-torsion module N . If n is the least non-negative
integer for which TorRn+1(M,N ) = 0 for every φ-u-torsion module N , then we set φ-f dRM = n. If no
such n exists, set φ-f dRM =∞.

Theorem 13.23. ([24, Theorem 5.19]) Let R be a ring and n ∈ N
∗. The following statements are

equivalent for a non φ-flat R-module M:

1. φ-fdRM 6 n;

2. TorRn+1(M,N ) = 0 for every φ-torsion module N ;

3. TorRn+1(M,N ) = 0 for every φ-u-torsion module N ;

4. If 0→ Fn→ Fn−1→ ·· · → F1→ F0→M→ 0 is exact, in which F0, F1, . . . ,Fn−1 are flat, then Fn is
φ-flat;

5. TorRn+1(M,R/I) = 0 for every nonnil ideal I of R;

6. TorRn+1(M,R/I) = 0 for every finitely generated nonnil ideal I of R;

7. TorRn+1(M,X) = 0 for every finitely presented φ-torsion module X.

Definition 13.24. Let R be a ring. Then the φ-weak global dimension of R, denoted by w.gldim(R),
is the supremum of all φ-f dR(R/I), where I is a nonnil ideal of R.

In the case where R is a ZN -ring, we have:

φ-w.gldim(R) = sup {φ-fdRM |M is φ-torsion}
= sup {φ-fdRM |M is φ-u-torsion}
= sup {φ-fdRM |M is f initely presented φ-torsion}
= sup {φ-fdRM |M is f initely presented φ-u-torsion}
= sup {φ-fdR(R/I) | I is a nonnil ideal of R}
= sup {φ-fdR(R/I) | I is a f initely generated nonnil ideal of R} .
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Corollary 13.25. ([24, Corollary 5.27]) The following statements are equivalent for a strongly φ-ring R:

1. R is φ-Prüfer;

2. φ-w.gldim(R) ≤ 1.

Corollary 13.26. ([24, Corollary 5.34]) The following statements are equivalent for a φ-ring R:

1. R is a φ-von Neumann regular ring;

2. Every R-module is φ-u-projective;

3. Every short exact sequence: 0→ A→ B→ C→ 0 is split, where C is φ-torsion;

4. Every short exact sequence is φ-pure.

Corollary 13.27. ([24, Corollary 5.36]) LetR be aφ-ring with non-maximal nilradical. Then every finitely
presented φ-u-projective module is projective.

In Corollary 13.25, it provided that a strongly φ-ring is φ-Prüfer if and only if its φ-weak global
dimension is at most one. In the next example El Haddaoui and Mahdou established that the above
result is not true if we assume that R is not strongly φ-ring.

Example 13.28. ([24, Example 5.21]) Let R := ZnQ/Z. Then the following conditions hold:

1. R is both nonnil-coherent and φ-Prüfer;

2. φ-w.gldim (R) = +∞.

Recall from [48] that a ring R is said to be semi-hereditary, if every finitely generated ideal is
projective. The following theorem establishes that the φ-Prüfer rings R of Z(R) = Nil(R) are the
analog of semi-hereditary rings in the classical case.

Theorem 13.29. ([24, Theorem 5.41]) The following statements are equivalent for a strongly φ-ring
R:

1. R is a φ-Prüfer ring;

2. Every finitely presented φ-torsion R-module M is isomorphic to F/N , where F is a finitely
generated free R-module and N is a finitely generated φ-u-projective module;

3. Every finitely generated nonnil ideal of R is φ-u-projective.

In the rest of the section, we apply the results seen previously concerning the φ-(weak) global
dimension of rings, we study the φ-(weak) global dimension of the trivial ring extensions R nM
which are φ-rings and also flat extensions of R.

Theorem 13.30. ([24, Theorem 6.1]) Let R be a φ-ring and M be a φ-divisible module. If M is a flat
R-module, then φ-gldim(RnM) = φ-gldim(R).

Example 13.31. ([24, Examples 6.1, 6.2, 6.3])

1. If K is a field, then φ-gldim(K nKn) = φ-gldim(K) = 0.

2. If p is a positive prime integer and k,n ∈N∗, then

φ-gldim(Z/pnZn (Z/pnZ)(k)) = φ-gldim(Z/pnZ) = 0.
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3. φ-gldim(ZnQ) = 1.

Theorem 13.32. ([24, Theorem 6.6]) Let R be a φ-ring and M be a φ-divisible module. If M is a flat
R-module, then φ-w.gldim(RnM) = φ-w.gldim(R).

Corollary 13.33. ([24, Corollary 6.8]) If R ∈ H and M be a φ-divisible R-module such that ZR(M) = 0,
then φ-w.gldim(RnM) = φ-w.gldim(R).

Corollary 13.34. ([24, Corollary 9]) If R is an integral domain andQ = qf (R), then φ-gldim(RnQ) = φ-
w.gldim(R) = w.gldim(R).

Example 13.35. ([24, Examples 6.4, 6.5, 6.6])

1. If K is a field, then φ-w.gldim(K nKn) = φ-w.gldim(K) = 0.

2. φ-w.gldim(ZnQ) = 1.

3. φ-w.gldim(Z [X1, . . . ,Xn]n qf (Z [X1, . . . ,Xn]) = n+ 1.

4. φ-w.gldim(Z [X1, . . . ,Xn, · · · ]n qf (Z [X1, · · · ,Xn, . . .]) = +∞.
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1 Introduction

In [3], we proved the reflection property of a parabola and also showed how to use that reflection
property in a result which characterized parabolas and arcs thereof. The present paper will accom-
plish the same goals for the other two main kinds of conic sections, namely, ellipses and hyperbolas.
Also in the spirit of [3], we will address the piecewise-linear degenerate cases which formally also
satisfy the reflection property of an ellipse or the reflection properties of a hyperbola. Our results on
ellipses (resp., hyperbolas) can be found in Sections 2 and 3 (resp., Sections 4 and 5).

As one may expect, the treatment of hyperbolas will be more time-consuming than the corre-
sponding treatment of ellipses, largely owing to the disconnected nature of a hyperbolic graph. The
existence of disconnected branches of a hyperbola leads naturally to the question whether an indi-
vidual branch of a hyperbola can be characterized by using a reflection property, and our methods
produce an affirmative answer. As was the case in [3], we have chosen accessible methods. Our proof
in Theorem 2.1 that an ellipse satisfies a certain reflection property will use a description of an el-
lipse via a well known pair of parametric equations, thus eliminating the need to consider only one
half (or one fourth) of an ellipse at a time. However, our proof in Theorem 4.1 that a hyperbola sat-
isfies a certain (different) reflection property will use Cartesian coordinates (as was the case in [3], in
contrast to the methods using polar coordinates in, for instance, [5]). The proofs in Sections 3 and 5
explaining how to use certain reflection properties to characterize certain subsets of ellipses and hy-
perbolas will also use Cartesian (rather than polar) equations. Essentially all our proofs use vectorial
methods that are familiar from precalculus and/or an elementary physics course. Readers seeking
background information on vectorial matters are invited to read the beginning of [3, Section 2] or
the parts of [4] from which that vectorial background was drawn. As in [3], the vectorial methods in
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our proof of the characterization result for an ellipse (resp., a hyperbola) lead to an ordinary differ-
ential equation (in short, an ODE), which is then solved in a way that could be covered early in a first
course on differential equations (and even earlier in some courses on integral calculus). A careful
examination of the solution of that ODE reveals the above-mentioned piecewise-linear solutions.

The Introduction to [3] reviewed the numerous ways that the topic of conic sections can (and,
we argued there, should) play a more central role in the before-calculus mathematical curriculum.
Readers interested in such pedagogical matters are invited to read the Introduction of [3] and various
comments elsewhere in that paper. Since we are covering the two more complicated kinds of conics
here, this paper will, for the sake of brevity, make comparatively fewer pedagogic comments.

To close the Introduction, we would like to warmly thank Dr. Michael Saum for providing, at our
request, the LaTeX keystroke instructions that converted our freehand drawings into the figures that
appear in this paper.

2 The reflection property of an ellipse

Except in remarks having a specifically three-dimensional context, all the work in Sections 2-5 is
done inside a fixed Euclidean plane, where all “points", “lines", “rays", etc., are assumed to exist. An
ellipse (in this plane) is determined by two distinct points, called foci and denoted by F1 and F2,
together with two distinct positive real numbers c < a, such that the distance from F1 to F2 is 2c. The
distance from a point P to F1 (resp., to F2) will be denoted by d1 := d1(P ) (resp., by d2 := d2(P )). By
definition, the ellipse determined by F1, F2, c and a (with 0 < c < a and the distance from F1 to F2
being 2c) is the set of points P such that d1(P )+d2(P ) = 2a. The graph of a typical ellipse can be found
in Figure 1, where it is the oval-shaped figure.

F1(−c,0) F2(c,0)

x

y

Figure 1

The various line segments or rays in Figure 1 are not part of the ellipse per se, but they are related
to the reflection property of an ellipse, which will be discussed below.

In connection with the ellipse determined by F1, F2, c and a, the following usage is conventional:
the line passing through F1 and F2 intersects the ellipse at two points which are called the vertices
(singular: vertex) of the ellipse; the line segment connecting the vertices is called the major axis of the
ellipse; it turns out that the length of the major axis is 2a, and that is the reason that a is called the
semi-major axis of the ellipse; the midpoint of the major axis [which turns out also to be the midpoint
of the line segment connecting F1 and F2] is called the center of the ellipse (a well chosen name since
any ellipse is symmetric about its center); the minor axis of the ellipse is the chord of the ellipse (that
is, the line segment connecting two distinct points of the ellipse) which passes through the center and
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is perpendicular to the major axis; and the positive real number b :=
√
a2 − c2 is called the semi-minor

axis of the ellipse (a well chosen name since the length of the minor axis turns out to be 2b).
Beginners often have difficulty in remembering the relationship between the parameters a, b and c

of an ellipse, possibly because there are similarly denoted parameters of a hyperbola which satisfy a
somewhat similar, but different, quadratic relationship. For an ellipse, one can recall the relationship
c2 + b2 = a2 by remembering that Pythagoras’ Theorem applies to each of the four right triangles
whose vertices are the center, a focus, and a point of the ellipse that is on the minor axis (the fortunate
circumstance being that in each of those triangles, the hypotenuse has length a). Please notice that
neither of the vertices of an ellipse is a vertex of any of those four triangles.

The notion of a tangential vector was useful in [3] and it will be useful here, too. For the sake of
completeness, we next recall its definition. Let P be a point on the graph of a differentiable function

f whose domain is some set I ⊆R. By a tangential vector to f at P , we mean a (bound) vector T =
−−→
PQ ,

where Q is a point on the tangent line to the graph of f at P such that Q , P . (The corresponding ray
−−→
PQ is sometimes called a tangential half-line of f at P .)

Let us consider what role the above concept can play in helping us to decide how to state a re-
flection property which is satisfied by an ellipse. Any such statement should be informed by the
answer to the more general question of what is meant by a “reflection property". As every student
of a first course in physics knows (when working in an “ideal" situation), the guiding “Principle of
Reflection" asserts that “the angle of incidence is congruent to the angle of reflection". In practice,
physicists measure the just-mentioned angles “from the normal" (with “normal" being perpendicular
to “tangential"). However, given our familiarity with differential calculus, mathematicians tend to
prefer to use tangent lines rather than normal lines. I suggest that the reader apply the “Principle
of reflection" to a few positions (that seem intuitively “random/typical") for a point P on the ellipse
in Figure 1 and then convert his/her conclusions about normal lines to conclusions about tangent
lines. (Here are two familiar facts from plane Euclidean geometry that will help in carrying out that
conversion: vertically opposite angles (nowadays often called “vertical angles") are congruent; and
any two supplementary angles (nowadays often called “the members of any linear pair") have radian
measures whose sum is π.) I trust that readers will agree with me that the reflection property which
is depicted in Figure 1 can be formulated as follows. If P is a point on an ellipse E and T is a tan-
gential vector (at P ) to a function whose graph includes a nontrivial arc of E containing P , then the
angle between T and (the bound vector)

−−−→
P F1 is congruent to the angle between the opposite of T and

(the bound vector)
−−−→
P F2 .

Let me elaborate on how I intuited the preceding formulation and how vectorial reasoning can re-
formulate it. (The rest of this paragraph includes some of the necessary background that I mentioned
could be found in [3] or [4], along with what some may regard as the beginning of a proof of Theo-
rem 2.1.) In considering what I called “a few positions (that seem intuitively ‘random/typical’) for a
point P on the ellipse", the reader likely noticed that the angle between T and

−−−→
P F1 is acute (resp.,

obtuse; resp., a right angle) if and only if the angle between T and
−−−→
P F2 is obtuse (resp., acute; resp.,

a right angle). (We are using the following facts. Let v and w be two nonzero nonparallel (hence,
distinct) bound vectors with the same initial point. Then v and w are perpendicular if and only if
the dot product v·w is 0. Assume henceforth that v and w are not perpendicular (that is, assume
that v·w , 0). Since v and w are nonzero and not parallel, it is clear (up to congruence of angles) as
to what is meant by “the angle between v and w" [if it does not seem absolutely clear, stipulate also
that the angle in question has radian measure, say θ, strictly between 0 and π]. It is known (by, and
essentially equivalent to, the Law of Cosines) that

cos(θ) =
v·w
|v| · |w|

.
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Consequently, since the opposite of v is −v and | − v| = −|v|, it follows that if ϕ is the angle between
−v and w, then cos(ϕ) = −cos(θ). In view of the identity cos(π − x) = −cos(x) and the fact that the
function cos |[0,π] is one-to-one, we see that ϕ = π − θ. In particular, θ is acute (resp., obtuse) if and
only if ϕ is obtuse (resp., acute).) The preceding parenthetical information also serves to explain that
if ∠1 and ∠2 are angles with radian measures strictly between 0 and π, then: ∠1 is congruent to ∠2 ⇔
cos(∠1) = cos(∠2). It is important, in my opinion, to highlight the role of the inverse cosine function in
the development of this theory. Indeed, the last equivalence depended crucially on the observation
(using the above notation) that

θ = cos−1(cos(θ)) = cos−1(
v·w
|v| · |w|

).

It is now clear that (apart from possibly a few exceptional cases that will be handled individually
in the proofs below) the reflection property of an ellipse is equivalent to the statement that for any
point on E, a tangential vector T to (a function describing) E at P satisfies

T ·−−−→P F1

|T | · |−−−→P F1 |
=

(−T )·−−−→P F2

| − T | · |−−−→P F2 |
.

For the purposes needed below, we can ignore the possibility that T = 0. Hence, since | − T | = |T | , 0,
the last displayed equation is equivalent to

T ·−−−→P F1

|−−−→P F1 |
= − T ·

−−−→
P F2

|−−−→P F2 |
.

To use the just-displayed equation efficiently, it will be very helpful to have a Cartesian equation for
an ellipse “in standard form", and so we turn to that matter next.

By fundamental principles of Euclidean geometry, the distance between two points is unchanged
when the coordinates of those points are reinterpreted in terms of new coordinate axes that have
arisen as a result of a (rigid) rotation and/or a translation of the original coordinate axes. Thus, such
changes of coordinate axes do not affect what it means to be the ellipse E determined by preassigned
distinct foci F1 and F2 and preassigned positive real numbers c < a. Since we have seen that the
statement of the reflection property of an ellipse can be formulated so as to assert that two angles of
radian measure between 0 and π are congruent (that is, that the cosines of those angles are equal),
it follows that a rotation and/or a translation of coordinate axes does not affect whether an ellipse
E satisfies the reflection property in question, since it follows from (other) fundamental principles
of Euclidean geometry that the measure of an angle formed at the common initial point of two rays
is unchanged by rotations or translations of coordinate axes. Therefore, in proving that an ellipse
does satisfy the relevant reflection property in Theorem 2.1, we will be able to assume that, without
loss of generality, a Cartesian equation for E has been obtained after appropriate rotations and/or
translations of coordinate axes.

Given E as above, consider the following transformations. Rotate the coordinate axes so that the
major axis of E lies along a horizontal line (and, necessarily, the minor axis of E lies along a vertical
line), then translate the x-axis vertically so that F1 and F2 are on the (newly-named) x-axis, and then
translate the y-axis horizontally so that the (newly-named) y-axis intersects the x-axis at a point that
is exactly half-way between F1 and F2. It is well known that (in terms of these new coordinate axes)
a Cartesian equation for E is then

x2

a2 +
y2

b2 = 1.

An ellipse having a Cartesian equation of the just-displayed kind will be said to be in standard form.
Such an ellipse is an example of an “east-west ellipse" (also known as a “horizontal ellipse"), so-
named because its major axis is horizontal (while its minor axis is vertical). Notice that if an ellipse
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has the just-displayed equation, then: its center is the origin; its vertices are at (−a,0) and (a,0);
the endpoints of its minor axis are (0,−b) and (0,b); and its foci are classically labeled (relabeled, if
necessary) as F1(−c,0) and F2(c,0).

There is a good reason why that the above discussion did not include a proof that “d1(P ) + d2(P ) =
2a" is equivalent (after appropriate rotations and/or translations of coordinate axes) to “x2/a2 +
y2/b2 = 1." The sad fact (which I realized only when writing this paper) is that many (but not all)
textbooks which purport to prove this equivalence actually prove only that the first condition im-
plies the second condition. To avoid further interruptions to the presentation of Theorem 2.1, I will
defer additional comments about this situation to Remark 2.2 (a).

We next prove the reflection property of an ellipse. The statement of Theorem 2.1 can be used to
interpret the meaning of the segments/rays in Figure 1.

Theorem 2.1. Let E be an ellipse with foci F1 and F2. Then the following assertion is a consequence
of the above “Principle of reflection". Let {i, j} = {1,2}. Let

−→
R be a ray which is emitted from Fi and

meets E at a point P . Then the “reflected" ray which results from that intersection stays “inside" E
(for a while), going on a line of action which passes through Fj .

Proof. By the above comments, the assertion is equivalent to proving that

T ·−−−→P F1

|−−−→P F1 |
= − T ·

−−−→
P F2

|−−−→P F2 |
.

We will proceed to prove this condition.
As explained above, we can assume, without loss of generality, that the coordinate axes have been

suitably rotated and/or translated so that E is an east-west ellipse whose center is at the origin.
Therefore, E has a Cartesian equation x2/a2 + y2/b2 = 1, where a > 0, the distance between F1 and F2

is 2c > 0, and b =
√
a2 − c2 > 0. It is well known that, under these conditions, E can be described by

x = acos(t) and y = b sin(t) for 0 ≤ t < 2π.

(At one time, it was common to refer to the parameter t in the preceding equations as the “eccentric
angle" of the ellipse (cf. [4, page 593]), but that usage seems to be much less current now.) We have
the derivatives x′(t) = −asin(t) and y′(t) = bcos(t). Thus, if 0 < t < 2π and t , π, it follows from the
chain rule that the slope of the tangent line to E at a point P (x,y) on E is

dy

dx
=

dy
dt
dx
dt

=
y′(t)
x′(t)

= − bcos(t)
asin(t)

.

Hence, if 0 < t < 2π and t , π, we can (cf. [3, Remark 3.2 (d)]) take the tangential vector T to E at P
to be any nonzero vector having the line of action of

i + (
dy

dx
)j = i + (

bcos(t)
−asin(t)

)j.

It will be convenient to take
T = −asin(t)i + bcos(t)j.

Notice that T = x′(t)i+y′(t)j. The next paragraph explains why this formula for T would be appropri-
ate even in situations where x′(t) = 0 (that is, for E, even when t is 0 or π, the values of the parameter
t giving a point P (x,y) at which the tangent line to E is vertical). Notice also that T , 0. Indeed, if
T = 0, then x′(t) = 0 = y′(t) (equivalently, −asin(t) = 0 = bcos(t); equivalently, sin(t) = 0 = cos(t)),
whence sin2(t)+cos2(t) = 02 +02 = 0, contradicting the Pythagorean identity that sin2(t)+cos2(t) = 1.
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Fix any real number ε such that 0 < ε < π/2. Let I be the open interval (−ε,2π + ε). Consider the
function f : I →R

2 defined by

f (t) := (acos(t),b sin(t)) for − ε < t < 2π+ ε.

According to the “modern" definition of a differentiable function (cf. [7, Definition, page 38]), the
function f is differentiable on the closed interval [0,2π] (the point being that since f is defined on an
open interval containing [0,2π], continuous and of class C(1), the “differentiable" conclusion follows
from [7, Theorem 2, page 4]). The “modern" definition of a tangent vector, as given in [7, page 73],
would then yield that the tangent vector to E at a point P (acos(t),b sin(t)) on E is −asin(t)i + bcos(t)j
(which is the same formula that we got above for the tangential vector T in case the tangent line to
E at P is not vertical). The classical and modern approaches are compatible, as it is explained in [7,
page 73] how the modern approach to a tangent vector leads to the classical notion of a tangent line
(regardless of whether that line is vertical).

The just-mentioned “modern" approaches to differentiable functions and tangent vectors have
been standard in most textbooks on advanced calculus for nearly 60 years. The “classical" (I prefer
this term instead of “old-fashioned") approach to differentiable functions can be found in a number
of textbooks on advanced calculus (cf. [11, pages 267-268]). In the interest of accessibility, we will
directly verify the assertion when t = 0 and when t = π, as these are the values of the parameter t
giving the points P1(a,0) and P2(−a,0) where E has a vertical tangent line. In that regard, recall the
following somewhat standard definition (the literature is surprisingly nonuniform about this mat-
ter!): if x0 is in the domain of a real-valued function h of one real variable, then the graph of h has a
vertical tangent line at (x0,h(x0)) if h is continuous at x0 and limx→x0

h
′
(x) = ±∞. We will verify that

this condition holds at P1, leaving it to the reader to provide the similar verification for the tangential
behavior at the point P2. Let us use the fact that P1 is on the upper half of E, which is the graph of
the function h given by

y = h(x) = (
b
a

)
√
a2 − x2,

with the point P1 having coordinates (a,0) = (a,h(a)). It is evident that h is continuous at a. As
h
′
(x) = −bx/(a

√
a2 − x2) if |x| < a,

lim
x→a

h
′
(x) = lim

x→a−
−bx

a
√
a2 − x2

= −ba/0+ = −∞,

as desired.
It will be useful to know that neither F1 nor F2 is a point on E. We will prove this fact for F1,

leaving the details of the similar proof about F2 to the reader. For a proof, it suffices to use the
hypothesis that c < a to get that d1(F1) + d2(F1) = 0 + 2c = 2c , 2a. Hence |−−−→P F1 | , 0 and, similarly,
|−−−→P F2 | , 0.

For k ∈ {1,2}, the work two paragraphs ago lets us take T := Tk , the tangential vector to E at Pk , to
be the bound vector that has initial point Pk and is equivalent to j. The angle between Tk and

−−−−→
PkF1

(resp., between Tk and
−−−−→
PkF2 ) is a right angle. So, the angle between the opposite of Tk and

−−−−→
PkF2 is also

a right angle. As it is a fundamental principle of Euclidean geometry that any two right angles are
congruent, this completes a direct proof that the assertion holds at P1 and P2, that is, when t is either
0 or π. (Interested readers are invited to fashion an alternate direct proof of this assertion that uses
the Principle of Reflection and measures angles “from the normal.")

It now remains to prove that
T ·−−−→P F1

|−−−→P F1 |
= − T ·

−−−→
P F2

|−−−→P F2 |
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if t is such that 0 < t < 2π and t , π. Under these conditions, which will be assumed for the rest
of this proof, it will be convenient to denote the left- and right-hand sides of the desired equation,
respectively, by

L :=
T ·−−−→P F1

|−−−→P F1 |
and R := − T ·

−−−→
P F2

|−−−→P F2 |
.

We have T = −asin(t)i + bcos(t)j,

−−−→
P F1 = (−c − x)i + (0− y)j = (−c − acos(t))i− b sin(t)j,

|−−−→P F1 | =
√

(−c − acos(t))2 + (−b sin(t))2 =
√

(c+ acos(t))2 + b2 sin2(t),

−−−→
P F2 = (c − x)i + (0− y)j = (c − acos(t))i− b sin(t)j, and

|−−−→P F2 | =
√

(c − acos(t))2 + (−b sin(t))2 =
√

(c − acos(t))2 + b2 sin2(t).

We will algebraically simplify L andM separately, and then show that those simplifications agree.
Using the standard formula for dot product, we get

L =
asin(t)[c+ acos(t)]− b2 cos(t)sin(t)√

(c+ acos(t))2 + b2 sin2(t)
.

Then, by using the identity c2 = a2 − b2 (resp., cos2(t) = 1 − sin2(t)) to rewrite the numerator (resp.,
denominator) of the right-hand side of the last display, we get

L =
ac sin(t) + c2 sin(t)cos(t)√

c2 + 2cacos(t) + a2 cos2(t) + b2 sin2(t)
=

c sin(t)[a+ ccos(t)]√
c2(1− sin2(t)) + a2(cos2(t) + sin2(t)) + 2cacos(t)

.

We can further rewrite the denominator of the last display as√
c2 cos2(t) + a2 + 2cacos(t) =

√
(ccos(t) + a)2 = |ccos(t) + a|.

We thus have the following rewriting of L:

L =
c sin(t)[a+ ccos(t)]
|ccos(t) + a|

.

Next, let us simplifyM by tweaking the method that was just used to rewrite L. We get

M =
ac sin(t)− (a2 − b2)sin(t)cos(t)√

c2 − 2cacos(t) + a2 cos2(t) + (a2 − c2)sin2(t)
=

c sin(t)[a− ccos(t)]√
c2(1− sin2(t)) + a2(cos2(t) + sin2(t))− 2cacos(t)

.



122 Moroccan Journal of Algebra and Geometry with Applications / D. E. Dobbs

We can further rewrite the denominator of the last display as√
c2 cos2(t) + a2 − 2cacos(t) =

√
(ccos(t)− a)2 = |ccos(t)− a|.

We thus have the following rewriting ofM:

M =
c sin(t)[a− ccos(t)]
|ccos(t)− a|

.

It remains only to show that the above simplifications of L andM agree. Since c > 0 and t < {0,π}
ensures that sin(t) , 0, we can see, by factoring c sin(t) out of both L andM, that the assertion L =M
is equivalent to the following assertion:

a+ ccos(t)
|ccos(t) + a|

=
a− ccos(t)
|ccos(t)− a|

.

The equality asserted in the last display does hold, as both its left- and right-hand sides equal 1.
Indeed, as both its left- and right-hand sides are elements of {−1,1}, it will suffice to prove that
a+ ccos(t) > 0 and a − ccos(t) > 0. Both of these inequalities follow from the facts that 0 < c < a and
−1 ≤ cos(t) ≤ 1, together with the familiar rules on how to transform an inequality when both sides
of the inequality are multiplied by the same nonzero real number. In detail:

a+ ccos(t) ≥ a+ c · (−1) = a− c > 0 and

a− ccos(t) = a+ (−c) · cos(t) ≥ a+ (−c) · 1 = a− c > 0.

The proof is complete.

The next remark collects a variety of observations.

Remark 2.2. (a) Suppose that E is the ellipse determined by the foci F1(−c,0) and F2(c,0), together
with the positive parameters c < a. As above, define b :=

√
a2 − c2. Any number of textbooks on

precalculus or calculus prove that “d1(P ) + d2(P ) = 2a" implies “x2/a2 + y2/b2 = 1." For instance, see
the detailed proof in [4, pages 454-455]. (I apologize for the typo on [4, page 455, line 13], where “P2"
should be “F2".) It is not immediately clear whether two of the steps in that proof can be reversed,
as both of those steps are of the kind “A = B⇒ A2 = B2". In preparing this paper, I was surprised to
discover that [4] does not contain a proof that “x2/a2 + y2/b2 = 1" implies “d1(P ) +d2(P ) = 2a". As the
first draft of [4] was completed during the period February 1986 - September 1987 and the material
surrounding [4, page 455] was not altered in later drafts, the passage of some 37 years has caused
me to forget whether the authors of [4] did not include the somewhat difficult proof of the latter
implication for pedagogical reasons (that is, because of the perceived level of precalculus course in
which [4] would typically be used) or whether the authors of [4] did not realize that a complete
proof of the equivalence requires a proof of that converse. Be that as it may, some other textbooks
that introduce the standard-form equation “x2/a2 + y2/b2 = 1" for an ellipse (with appropriately
positioned coordinate axes) also omit the proof of that converse. One might also query the authors of
those textbooks as to whether their omission was made because of pedagogical reasons or because of
a mathematical blunder, but many such authors may be as forgetful as I (and many of those authors
are deceased). Sadly, I recently discovered this kind of omission in the textbook from which I had
learned (what is now called) precalculus in 1960-61, in a course whose name was something like
“Algebra, trigonometry and analytic geometry". In fact, that textbook was so old-fashioned that it
used “distance" to mean “directed distance", a concept which could be positive, negative or zero,
so that the equations which I referred to above as being of the kind “A = B" were written in that
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textbook as being of the kind “±A = B", which obviously is equivalent to “A2 = B2", albeit at the cost
of contradicting our current perspective that “distance" in a metric space cannot be negative. This
observation leads me to caution any readers who may consult an old work on analytic geometry to
ascertain whether its author permits “distance" to be negative.

I also recently discovered that in [9, page 783; and Exercises 42-43, page 791], which I regard as
one of the finest textbooks for non-honors calculus courses, Leithold sketched a couple of proofs of
the converse. What seems to me like a more elegant way of presenting one of those proofs of the
converse was given earlier by Johnson and Kiokemeister [8, Exercise 15, page 176] in an exercise
whose beautiful hint essentially comes down to noting that “x2/a2 +y2/b2 = 1" implies that a2±cx ≥ 0
(the point being that ±cx ≤ c|x| ≤ ca < a2). Interested readers may scrutinize the ending passages of
our proofs of Theorems 2.1 and 3.1 to see whether some version of the insight that “±cx ≤ ca" can be
found there. As I proved those theorems before consulting any of [4], [9] or [8] in regard to a complete
proof that “x2/a2 + y2/b2 = 1" implies “d1(P ) + d2(P ) = 2a", I should perhaps revise my description
of the proof of this implication as being “somewhat difficult". In any event, let us charitably agree
that all the authors (except, possibly, yours truly) who omitted a proof of the “somewhat difficult"
converse did so intentionally for pedagogical reasons.

(b) Many instructors have been asked by students to explain why circles are not considered to be
special cases of ellipses. Often, students advance the following argument: “The circle of radius a
with center at the origin is the graph of the equation x2 + y2 = a2; this equation is equivalent to the
equation x2/a2 + y2/a2 = 1; and that is the equation of an ellipse for the special case where a = b." It
is important to recognize why anyone adhering to the formal definition of an ellipse must conclude
that this three-step argument is fallacious, for the following reason(s). The fault lies entirely in the
third step of the argument. There simply is no special case of an ellipse where a = b. After all, since
b was defined as

√
a2 − c2, saying that a = b would be equivalent to saying that c = 0, and we began

the study of ellipses at the beginning of this section with several stipulations, one of which was that
c is a positive real number.

A stronger, more creative student has been known to reply to the above explanation with the
following questions and remarks: “Why can’t we assume that c = 0 for an ellipse? That would just
force the foci F1 and F2 to be the same point, say F. Wouldn’t that point F just be the center of a circle?
After all, if F1 = F = F2, then the set of points P such that d1(P ) + d2(P ) = 2a and d1(P ) = d2(P ) is just
the set of points P whose distance from F is a, and that is a circle, with center F and radius a." There
is much that is correct and perceptive in such a student’s comment. However, an adherent of the
formal definition of an ellipse would insist that this student is also wrong, by offering the following
comments. We cannot “just force the foci F1 and F2 to be the same point" because we stipulated at
the outset that the foci F1 and F2 are distinct points. This rebuttal is unlikely to satisfy the student,
who is apt to respond by asking, “Why do we have to stipulate that F1 , F2?" We should welcome
such a creative and persistent student by providing the following comment. The equation that you
have been mentioning, x2/a2 + y2/b2 = 1, is actually obtained logically after several steps, starting
with d1(P ) + d2(P ) = 2a, where the next-to-last step is the inference that

(a2 − c2)x2 + a2y2 = a2(a2 − c2).

(See, for instance, [4, page 455, line 10] or [8, page 174, line 5].) So, since you have decided to
assume that c = 0 and presumably a , 0, you have that a2(a2 − c2) = a4 , 0, and dividing through
by this nonzero number would give you the equation x2/a2 + y2/a2 = 1, and that equation is just
x2/a2 + y2/b2 = 1 in case a = b. And, checking the hint for the exercise proving the converse that we
discussed in the textbook of Johnson and Kiokemeister, I can see that “x2/a2 + y2/b2 = 1" does imply
“dI (P ) + d2(P ) = 2a" regardless of whether a = b; that is, regardless of whether c = 0; that is, regardless
of whether F1 = F2. So, I suppose that we could agree that a circle is a special case of an ellipse where
c = 0, that is, where the foci F1 and F2 are one and the same point. But I am not sure whether Johnson
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and Kiokemeister would agree (and, unfortunately, they are no longer available to be contacted here
on Earth). When they defined an ellipse in their textbook, they did refer to F1 and F2 as “two points",
not as “two distinct points." But if you check mathematical writing style from the 1950s and 1960s,
you will find that few writers at that time were as careful as most of us are nowadays to say “n distinct
things" or even “n pairwise distinct things" instead of just “n things". So, you have won me over and
I agree that a circle is a special case of an ellipse.

(c) The sort of conversation that was described in (b) has happened several times in my experience
as a teacher. It has never been followed up by what I will mention next, but I offer the following
observation for the reader’s consideration. Suppose that we decided to take a = c in the last-displayed
equation. Since that equation had been inferred from “d1(P ) + d2(P ) = 2a", that would mean that, in
some sense, we can conclude that the “degenerate case" of an ellipse where a = c (that is, where b = 0)
satisfies the condition a2y2 = 0, or equivalently, y2 = 0. In other words, there is a subset S of the
Euclidean plane R

2 consisting of some points P (x,0) on the x-axis such that “d1(P ) +d2(P ) = 2c", that
is, such that |x+c|+ |x−c| = 2c. This shows that the closed interval [−c,c], when regarded as a subset of
the Euclidean plane, should be regarded as a degenerate case of an ellipse such that a = c. In fact, any
subset of that interval could be regarded in the same way! We will have more to say about degenerate
cases of ellipses in Section 3, where those degenerate cases will arise by examining the implications
of a figure satisfying the reflection property of an ellipse.

(d) There is a certain harmony connecting the various approaches to ellipses that we are consider-
ing here. If a reader does not wish to wait until the next section to find degenerate cases of ellipses,
the above experiences in (b) and (c) may suggest that it would be worthwhile to look closely at the
proof of Theorem 2.1 to see if some exceptional situations in that proof needed (or, at least, received)
separate treatment. Any such “close look" brings attention to the vertices, (−a,0) and (a,0), as these
were the points on the ellipse E, with equation x2/a2 +y2/b2 = 1, at which the tangent line to E is ver-
tical. Recall how the proof of Theorem 2.1 handled such points. The desired reflection property was
shown to hold at each vertex because the tangent line to E at a vertex V was vertical, so that both a
preassigned vertical bound (tangential) vector emanating from the vertex V and its opposite (bound)
vector each made right angles with both

−−−→
VF1 and

−−−→
VF2 . (The proof then concluded by appealing

to the fundamental principle of Euclidean geometry that all right angles are congruent.) One is led
to ask the following question: are there any planar figures G all of whose points behave in a similar
way? More precisely put: is there an accessible example of a planar figure G with an associated pla-
nar point F such that F is not on G and, for each point P on G, the line connecting F to P is the normal
line to G at P (that is, such that F is not on G and, for each point P on G, the line connecting F to P
is perpendicular to the tangent line to G at P )? As any student of Euclidean plane geometry knows,
there is an obvious family of such figures G, namely, circles, the relevant fact being that the radius
vector from the center of a given circle C to any point P on C is perpendicular to the tangent line to
C at P . While it may be heartening that our question in (d) has led to contact with Euclid’s Elements,
some readers may be sad that these considerations in (d) have not revealed any additional special
kinds of ellipses or any additional degenerate cases of ellipses. (After all, we settled the matter of
circles in (b), didn’t we?) It now seems natural to ask if the characterization results in Section 3 will
be more successful in revealing additional kinds of ellipses or degenerate cases of ellipses. With the
next section having been thus motivated, the remark is complete.

To close this section, we mention a pair of physical applications of the reflection property of an
ellipse, or more precisely, of a (three-dimensional) ellipsoid of revolution. Perhaps, the most familiar
application of this property can be found in “whispering galleries". I will mention only three of the
many famous examples of whispering galleries: along the circular walkway situated some 257 steps
above the floor of St. Paul’s Cathedral in London, England; along the balcony around the edge of the
dome of the Gol Gumbaz Mausoleum in Vijayapura, India; and in the statuary hall of the Capitol
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in Washington, DC, USA. In such a gallery, an individual who is positioned at one of the foci (of
the ellipse whose rigid rotation into three-dimensional space produced the ellipsoid of revolution) is
able to overhear whatever is said by another individual who is positioned at the other focus of that
ellipse. The underlying scientific principle assumes that sound is propagated along straight lines.
(As we have known for more than a century, much of Newtonian physics is only approximately
true in our world but it is nevertheless often very useful in everyday life.) Waves of a different
sort are involved in a more recent application, the lithotripter (a machine that crushes stones in an
individual’s urological system), where an energy source is placed at one of the foci of the generating
ellipse, an appropriate portion of an individual’s anatomy is placed at the other focus of that ellipse,
the energy source is activated, and the rays that are thus generated are then reflected off the surface of
the ellipsoid so as to combine with a crushing effect at the other focus. (Successful uses of a modern
lithotripter often require bursts of waves numbering in the thousands.) Some homework problems
involving whispering galleries can be found in [4, Exercises 52-53, page 464; and Exercise 54, page
489].

3 A reflection-theoretic characterization of an ellipse

We move at once to the main result of this section. Theorem 3.1 gives a characterization of the top
half of an ellipse (assumed, without loss of generality, to be of “east-west" type and in standard
position) which uses the reflection properties of an ellipse that were established in Theorem 2.1. The
corresponding characterization of the bottom half of such an ellipse will be given in Remark 3.2 (b).

Theorem 3.1. Let 0 < c < a in R, and put b :=
√
a2 − c2. Working in a fixed Euclidean plane, consider

the points F1(−c,0) and F2(c,0). Let f : [−a,a]→R be a function, and let Γ be the graph of f . Suppose
that f is differentiable on (−a,a), f is continuous at x = −a and at x = a, f (−a) = 0 = f (a), f (t1) > 0 for
some t1 ∈ (−a,0), f (t2) > 0 for some t2 ∈ (0, a), and f

′
(x) , 0 for all x ∈ (−a,0)∪ (0, a). Suppose also that

Γ has a vertical tangent line at both the point W1(−a,0) and the point W2(a,0). For each point P on Γ ,
let T := TP be a tangential vector to Γ at P . Then the following five conditions are equivalent:

(1) f (x) = (ba )
√
a2 − x2 for all x ∈ [−a,a];

(2) Γ is the “top half" of the “east-west" ellipse with foci F1 and F2 and semi-major axis a (and
necessarily with semi-minor axis b);

(3) For each point P on Γ , the angle between TP and
−−−→
P F1 is congruent to the angle between the

opposite of TP and
−−−→
P F2 ;

(4) For each point P on Γ ,

TP ·
−−−→
P F1

|TP | · |
−−−→
P F1 |

= − TP ·
−−−→
P F2

|TP | · |
−−−→
P F2 |

;

(5) For each point P on Γ , the following reflection property holds: if
−→
R is a ray which is emitted

from F1 and meets Γ at P , then the “reflected" ray which results from that intersection stays “inside"
Γ (for a while), going on a line of action which passes through F2;

(6) For each point P on Γ , the following reflection property holds: if
−→
R is a ray which is emitted

from F2 and meets Γ at P , then the “reflected" ray which results from that intersection stays “inside"
Γ (for a while), going on a line of action which passes through F1.

Proof. The hypotheses have been arranged so that, when the various conditions hold, Γ will be shown
to be the top half of the ellipse that is in standard position with semi-major axis a and semi-minor
axis b. In particular, the assumed existence of t1 and t2 ensures, thanks to the Intermediate Value
Theorem (for continuous functions) and Rolle’s Theorem, that f (x) > 0 for all x ∈ (−a,a).
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Assume henceforth that P is a point on Γ , with coordinates (x,y). Let us consider first the case
where x is either −a or a. As explained in the previous paragraph, this situation occurs if and only
if y = 0. Recall that the corresponding points on Γ were denoted by W1 and W2. By hypothesis, the
tangent line to Γ at W1 (resp., at W2) is vertical. So, we can take the tangential vector T to Γ at W1
(resp., at W2) to be j. We claim that all the conditions in question are satisfied if P is W1 (resp., if

P is W2). It will suffice to show that the angle between j and
−−−−−→
W1F1 (resp., the angle between j and

−−−−−→
W2F1 ) is congruent to the angle between −j and

−−−−−→
W1F2 (resp., between −j and

−−−−−→
W2F2 ). Since

−−−−−→
W1F1

and
−−−−−→
W1F2 (resp.,

−−−−−→
W2F1 and

−−−−−→
W2F2 ) are nonzero horizontal vectors, that is nonzero multiples of i, all

the angles in question are right angles. As it is a fundamental principle of Euclidean geometry that
all right angles are congruent, the above claim has been proved. Therefore, for the rest of this proof,
as we consider the behavior of points P on Γ , we can assume that P on Γ is neither W1 nor W2.

By the remarks early in Section 2, (1)⇒ (2). By Theorem 2.1, (2) implies both (5) and (6). By the
vectorial background mentioned earlier (cf. also the proof of Theorem 2.1), we have that (3)⇔ (4);
and also that (5)⇔ (4)⇔ (6). Hence, it remains only to prove that (4)⇒ (1).

Assume (4). We next focus, at least for a while, on the context 0 < x < a. The slope, say m, of the
tangent line to Γ at P is m = f

′
(x). So, we can take the tangential vector to Γ at P to be

T = i +mj = i + f
′
(x)j.

We also have −−−→
P F1 = (−c − x)i− y j and

−−−→
P F2 = (c − x)i− y j,

|−−−→P F1 | =
√

(−c − x)2 + (−y)2 =
√

(c+ x)2 + y2 and

|−−−→P F2 | =
√

(c − x)2 + (−y)2 =
√

(c − x)2 + y2.

By hypothesis,

T ·−−−→P F1

|T | · |−−−→P F1 |
= − T ·

−−−→
P F2

|T | · |−−−→P F2 |
, or equivalently,

T ·−−−→P F1

|−−−→P F1 |
= − T ·

−−−→
P F2

|−−−→P F2 |
.

Using the standard formula for dot product, we can rewrite the last display as

1(−c − x) + f
′
(x)(−y)√

(c+ x)2 + y2
= −

1(c − x) + f
′
(x)(−y)√

(c − x)2 + y2
, or equivalently,

c+ x+ y dydx√
(c+ x)2 + y2

=
c − x − y dydx√
(c − x)2 + y2

.

Cross-multiplying and solving for the derivative leads, after some minor algebraic rewriting, to

dy

dx
=

(c − x)
√
c2 + 2cx+ x2 + y2 − (c+ x)

√
c2 − 2cx+ x2 + y2

y[
√
c2 + 2cx+ x2 + y2 +

√
c2 − 2cx+ x2 + y2]

.

The numerator of the last display can be rewritten as the difference

c[
√
c2 + 2cx+ x2 + y2 −

√
c2 − 2cx+ x2 + y2] −
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x[
√
c2 + 2cx+ x2 + y2 +

√
c2 − 2cx+ x2 + y2].

Hence, we can write
dy

dx
= − x

y
+
c[A−B]
y[B+A]

, where

A :=
√
c2 + 2cx+ x2 + y2 and B :=

√
c2 − 2cx+ x2 + y2.

Multiplying both the numerator and the denominator of the second term of the right-hand side of
the last display by B−A leads, after some routine (but time-consuming) algebraic simplification to

dy

dx
=
−x2 + c2 + y2 −

√
(y2 + c2 + x2)2 − 4c2x2

2xy
.

The last display is reminiscent of (but different from) the ODE (ordinary differential equation)
that was involved in our recent proof of a result that characterized parabolas (in what one could
consider “standard position") [3, Theorem 3.1]. Let us next try to use here the substitution that had
been useful in that earlier proof, namely,

w := y2 + c2 + x2.

Then
dw
dx

= 2y
dy

dx
+ 2x.

So, by substituting the just-displayed fact into the above ODE and doing some minor algebraic rewrit-
ing, we get

dw
dx
− 2x = 2y

dy

dx
=
−x2 +w − x2 −

√
w2 − 4c2x2

x
.

Let us try another substitution that was useful in the proof of [3, Theorem 3.1], namely, v := w/x.
Using the product rule of differential calculus and some algebraic rewriting, we get

dv
dx

= − w
x2 +

dw
dx

x
= − v

x
+
w
x −

√
w2−4c2x2

x

x
=

− v
x

+
v −

√
(wx )2 − 4c2

x
, and so

dv
dx

= −
√
v2 − 4c2

x
(if 0 < x < a).

Thus, by separating variables and performing indefinite integration, we have (if 0 < x < a) that∫
dv

√
v2 − 4c2

= −
∫
dx
x

+K,

with constant of integration K .
According to a table of (indefinite) integrals (specifically, formula 27 on the page opposite the

inside front cover of [9]), if k is any positive real number,∫
dt

√
t2 − k2

= ln(|t +
√
t2 − k2|) +C.
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By applying the just-displayed formula (with k := 2c) to the last result of the preceding paragraph,
we get

ln(|v +
√
v2 − 4c2|) = − ln(|x|) +K.

Next, exponentiate both sides of the last display, and then rewrite the resulting equation by using
the property that ln(λν) = ln(λ) + ln(ν) for all positive λ and ν. This gives that |x(v +

√
v2 − 4c2)| is

constant (for 0 < x < a). Therefore, there exists a constant E > 0 such that

v +
√
v2 − 4c2 =

E
x

whenever 0 < x < a.

Substituting v = w/x into the last display, then multiplying through by x, and then using the defini-
tion of w leads to

y2 + c2 + x2 +
√

(y2 + c2 + x2)2 − 4c2x2 = E if 0 < x < a.

Squaring both sides of the equation in the last display leads to

(y2 + c2 + x2 −E)2 = (y2 + c2 + x2)2 − 4c2x2, whence

(2E − 4c2)x2 + 2Ey2 = E2 − 2Ec2 if 0 < x < a.

If E = 2c2, then the final statement of the preceding paragraph would imply that, for any real
number x such that 0 < x < a, we would have 0 · x2 + 2Ey2 = E(E − 2c2) = 0, which is a contradiction,
since E > 0 and (0 < x < a ensures that) y > 0. Therefore, E , 2c2. This fact will be of great importance
below.

Consider the limit process x→ a−. As limx→a− y = f (a) = 0 by hypothesis, an application of stan-
dard limit theorems to the final result two paragraphs ago gives

(2E − 4c2)a2 + 2E · 02 = E2 − 2Ec2,

whence (2E − 4c2)a2 = E2 − 2Ec2 (if 0 < x < a). Therefore,

x2

a2 =
x2

(E
2−2Ec2

2E−4c2 )
=

(2E − 4c2)x2

E2 − 2Ec2 =

E2 − 2Ec2 − 2Ey2

E2 − 2EC2 = 1− (
2E

E2 − 2Ec2 )y2 = 1− (
2

E − 2c2 )y2.

Observe that

a2 =
E2 − 2Ec2

2E − 4c2 =
E
2

=
E − 2c2

2
+ c2,

whence we get the important fact that

b2 = a2 − c2 =
E − 2c2

2
.

Consequently, if 0 < x < a, then
x2

a2 +
y2

b2 = 1.

By the continuity of f , the last displayed equation also holds at a (where y = f (a) = 0). Since y =
f (x) ≥ 0, it follows that f (x) = (b/a)

√
a2 − x2. This completes the proof that (4) implies the assertion

in (1) in case 0 ≤ x ≤ a. It will be useful, for the purposes of the next two paragraphs, to note that
this proof (so far) has used only assumptions about the behavior of the function f |[0,a] and its graph.
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It remains to prove (while still assuming (4)) the assertion in (1) in case −a ≤ x ≤ 0. The above
remarks have already handled the subcases where x is either −a or 0, and so we can assume hence-
forth, without loss of generality, that −a < x < 0. This case could be handled by reasoning as above,
but it will be faster (and it will motivate some of the methods in Remark 3.2) to proceed as follows.
Define a function g : [0, a]→ R by g(x) := f (−x) whenever 0 ≤ x ≤ a. Let γ be the graph of g. Then g
is differentiable on (0, a), since the chain rule gives g

′
(x) = f

′
(−x) · (−1) = −f ′ (−x) whenever 0 < x < a

(that is, whenever −a < −x < 0). Moreover, g is continuous at x = 0 and at a. Since

lim
x→a−

g
′
(x) = lim

x→a−
−f

′
(−x) = − lim

−x→(−a)+
f
′
(−x) = −(±∞) = ∓∞,

it follows that γ has a vertical tangent line at the point (a,0). Furthermore, g(a) = 0, g(t1) > 0 for some
t1 ∈ (0, a) and g

′
(x) , 0 for all x ∈ (0, a).

It will be convenient to write Y = g(t), with 0 < t < a. The point Q(t,Y ) on γ corresponds to
the point P (x,y) on Γ , where x = −t ∈ (−a,0) and y = f (x) = f (−t) = g(t) = Y . Let m := f

′
(x). Then

g
′
(t) = −f ′ (−t) = −f ′ (x) = −m. For our present purposes, we can take T = TP = i +mj. Similarly, we

can take the tangential vector to/of γ at Q to be U := UQ := i + (−m)j = i−mj. We claim that g (or, if
you wish, γ) satisfies the analogue of condition (4) relative to the interval [0, a]; that is, we claim that

UQ·
−−−→
QF1

|
−−−→
QF1 |

= −
UQ·
−−−→
QF2

|
−−−→
QF2 |

;

that is, we claim that
1(−c − t) + (−m)(0−Y )√

(−c − t)2 + (0−Y )2
= − 1(c − t) + (−m)(0−Y )√

(c − t)2 + (0−Y )2
.

On the other hand, because we are assuming (4), we have that

TP ·
−−−→
P F1

|TP | · |
−−−→
P F1 |

= − TP ·
−−−→
P F2

|TP | · |
−−−→
P F2 |

, or equivalently

1(−c − x) +m(0− y)√
(−c − x)2 + (0− y)2

= −
1(c − x) +m(0− y)√

(c − x)2 + (0− y)2
.

Since x = −t and y = Y , it is the easiest of high school algebra exercises to confirm that our claim
is equivalent to the last display. Thus, our claim has now been proved. By the final comment two
paragraphs ago, it follows from the earlier part of this proof that only the behavior of f on the
interval [0, a] was used in determining a formula for f |[0,a](x). Therefore, in view of what we have
noted concerning g and γ , it follows from the earlier part of this proof that if −a < x < 0, then

f (x) = g(−x) = (
b
a

)
√
a2 − (−x)2 = (

b
a

)
√
a2 − x2.

This completes the proof that (4) implies the assertion in (1) in case −a ≤ x ≤ 0. The proof is complete.

In [3, Remark 2.2 (b)], we felt it necessary to explain what it had meant in the proof of [3, Theorem
2.1] for a point to be “inside" or “outside" a parabola. Comments of that kind would be of use in
Sections 4 and 5 (and they will be left to the reader there). Such references to the “inside" of a
potentially elliptic curve have already occurred in the statements of Theorems 2.1 and 3.1 (and will
recur in Remark 3.2 (b)). Fortunately, in “potentially elliptic" contexts such as those, there is no
ambiguity about the meaning of “inside", thanks to the Jordan Curve Theorem, the point being that
any ellipse (unlike any parabola or any hyperbola) is a simple closed curve.



130 Moroccan Journal of Algebra and Geometry with Applications / D. E. Dobbs

To reduce the length of the statement of Theorem 3.1, some variants or sharpenings of Theorem 3.1
will be collected in the next result. The strongest of those sharpenings is in Remark 3.2 (d). Remark
3.2 also addresses some the themes from [3], insofar as they concern ellipses, such as approaches
using “x as a function of y" and degenerate cases.

Remark 3.2. (a) We begin with a comment that is in the spirit of [3, Remark 3.2 (a)]. Although it
may have been a distraction in Theorem 3.1 to point out the redundancy of its assumption that the
tangent lines to Γ at both (−a,0) and (a,0) are vertical lines, we wish to do so here. We will provide full
details for the case of (a,0), leaving to the reader the similar details for the case of (−a,0). This will
be done by appealing to the above-mentioned definition of what it means for the graph of a function
to have a vertical tangent line at a given point on the graph. Assume that a function f : [−a,a]→ R

satisfies all the conditions in the third and fourth sentences of the statement of Theorem 3.1. Since
f is assumed to be continuous, our task is to show that limx→a− f

′
(x) = ±∞ (in fact, this limit will be

shown to be −∞).
If we examine the secant lines whose limiting position (if it exists) would be that of the tangent

line to Γ at (a,0), the corresponding limit of the slopes of those secant lines is

lim
x→a

f (x)− f (a)
x − a

= lim
x→a−

f (x)− 0
x − a

= lim
x→a−

f
′
(x),

where the last step was obtained by using the general form of L’Hôpital’s Rule (as formulated in [12,
Theorem 1]). Next, by tweaking the first part of the proof that (4)⇒ (1) in Theorem 3.1, we can use
the formula for the derivative of y = f (x) on the interval (0, a) in that proof to reformulate our task
as seeking a proof that

lim
x→a−

−x2 + c2 + y2 −
√

(y2 + c2 + x2)2 − 4c2x2

2xy
= −∞.

To that end, recall that y = f (x) > 0 for all x ∈ (0, a), f is continuous at x = a, f (a) = 0, and 0 < c < a.
Hence, working in the extended real number system (R∪ {∞,−∞}) and using the appropriate limit
theorems there, we get

lim
x→a−

−x2 + c2 + y2 −
√

(y2 + c2 + x2)2 − 4c2x2

2xy
=

−a2 + c2 + 0+ −
√

(0+ + c2 + a2)2 − 4c2a2

2a · 0+ =
−a2 + c2 −

√
(c2 − a2)2

0+ =

=
−a2 + c2 − |c2 − a2|

0+ =
−a2 + c2 − (a2 − c2)

0+ =
2(c2 − a2)

0+ = −∞,

as desired. This proof should dispel any lingering worries that the proof of Theorem 3.1 may have
only characterized the “open top half" of the ellipse x2/a2 + y2/b2 = 1, as we have just shown that the
point (a,0) [and one can similarly show that the point (−a,0)] is indeed part of the “top half" which
was characterized in that proof (even if one had not assumed that the tangent lines to Γ at (a,0) and
(−a,0) exist and are vertical).

(b) As promised above, we next give the “bottom half of the ellipse" analogue of the characteriza-
tion result in Theorem 3.1. To avoid possibly unclear platitudinous general comments, we will next
state this new result in full before proving it.

THEOREM. Let 0 < c < a in R, and put b :=
√
a2 − c2. Working in a fixed Euclidean plane, consider

the points F1(−c,0) and F2(c,0). Let g : [−a,a]→R be a function, and let γ be the graph of g. Suppose
that g is differentiable on (−a,a), g is continuous at x = −a and at x = a, g(−a) = 0 = g(a), g(t1) < 0 for
some t1 ∈ (−a,0), g(t2) < 0 for some t2 ∈ (0, a), and g

′
(x) , 0 for all x ∈ (−a,0)∪ (0, a). For each point Q
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on γ , let U := UQ be a tangential vector to γ at Q. Then the following five conditions are equivalent:
(1) g(x) = − (ba )

√
a2 − x2 for all x ∈ [−a,a];

(2) γ is the “bottom half" of the “east-west" ellipse with foci F1 and F2 and semi-major axis a (and
necessarily with semi-minor axis b);

(3) For each point Q on γ , the angle between UQ and
−−−→
QF1 is congruent to the angle between the

opposite of UQ and
−−−→
QF2 ;

(4) For each point Q on γ ,

UQ·
−−−→
QF1

|UQ| · |
−−−→
QF1 |

= −
UQ·
−−−→
QF2

|UQ| · |
−−−→
QF2 |

;

(5) For each point Q on γ , the following reflection property holds: if
−→
R is a ray which is emitted

from F1 and meets γ at Q, then the “reflected" ray which results from that intersection stays “inside"
γ (for a while), going on a line of action which passes through F2;

(6) For each point Q on γ , the following reflection property holds: if
−→
R is a ray which is emitted

from F2 and meets γ at Q, then the “reflected" ray which results from that intersection stays “inside"
γ (for a while), going on a line of action which passes through F1.

Any interested readers are encouraged to confirm that the just-stated THEOREM can be proved by
tweaking the first half of the proof of Theorem 3.1. However, we will, instead, prove that THEOREM
by tweaking the second half of the proof of Theorem 3.1. Several later parts of the present remark
will uncover some general principles uniting these methods of proof.

We begin the proof by defining a function f : [−a,a]→ R by f (x) := −g(x) whenever −a ≤ x ≤ a.
Let Γ be the graph of f . Then f is differentiable on (−a,a), since f

′
(x) = −g ′ (x) whenever −a < x < a.

Moreover, f is continuous at x = −a and at a. Also, by tweaking the reasoning in (a), one can show that
Γ has vertical tangent lines at the points (−a,0) and (a,0). Therefore, as in the second paragraph of the
proof of Theorem 3.1, one can show that each of the conditions (1)-(5) holds if the point Q is either
(−a,0) or (a,0). Accordingly, for the rest of this proof, we can assume, without loss of generality, that
Q is neither of these points. Furthermore, f (−a) = 0 = f (a), f (t1) > 0 for some t1 ∈ (−a,0), f (t2) > 0 for
some t2 ∈ (0, a), and f

′
(x) , 0 for all x ∈ (−a,0)∪ (0, a).

By reasoning as in the third paragraph of the proof of Theorem 3.1, it remains only to prove that
(4)⇒ (1).

It will be convenient to write Y = f (t), with −a < t < a. The point Q(t,Y ) on γ corresponds to
the point P (x,y) on Γ , where x = t ∈ (−a,a) and y = f (x) = −g(x) = −g(t) = −Y . Let m := f

′
(x). Then

g
′
(t) = −f ′ (t) = −f ′ (x) = −m. For our present purposes, we can take U = UQ = i + (−m)j = i −mj.

Similarly, we can take the tangential vector to/of γ at P to be T := TP := i +mj. We claim that f (or,
if you wish, Γ ) satisfies the analogue of condition (4) relative to the interval [−a,a]; that is, we claim
that

TP ·
−−−→
P F1

|TP | · |
−−−→
P F1 |

= − TP ·
−−−→
P F2

|TP | · |
−−−→
P F2 |

, or equivalently

1(−c − x) +m(0− y)√
(−c − x)2 + (0− y)2

= −
1(c − x) +m(0− y)√

(c − x)2 + (0− y)2
.

On the other hand, because we are assuming (4), we have that

UQ·
−−−→
QF1

|
−−−→
QF1 |

= −
UQ·
−−−→
QF2

|
−−−→
QF2 |

, that is.

1(−c − t) + (−m)(0−Y )√
(−c − t)2 + (0−Y )2

= − 1(c − t) + (−m)(0−Y )√
(c − t)2 + (0−Y )2

.
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Since t = x and Y = −y, it is the easiest of high school algebra exercises to confirm that our claim is
equivalent to the last display. Thus, our claim has now been proved. Therefore, by the implication
(4)⇒ (1) in Theorem 3.1,

f (x) = (
b
a

)
√
a2 − x2 for all x ∈ [−a,a].

Hence, g(x) = −f (x) = −(b/a)
√
a2 − x2 for all x ∈ [−a,a]. This completes the proof of the above THEO-

REM. This completes part (b) of this remark.
(c) The proof in (b) ended because a certain pair of equations were equivalent. We came across

the same pair of equations in the second part of the proof that (4) ⇒ (1) in the proof of Theorem
3.1. Perhaps this situation seems puzzling, since this pair of equations arose from different changes
in variables. Indeed, in (b), we used the substitutions x = t and y = −Y , whereas in the proof of
Theorem 3.1, we used the substitutions x = −t and y = Y . It seems natural to ask how/why two
different algebraic substitutions – which were designed to address two different analytic/geometric
situations - translated the problems at hand into exactly the same pair of equations. The answer
concerns a certain class of rigid motions of the Euclidean plane, namely, the reflections about a line
that is either vertical or horizontal. Indeed, the change of coordinates/points P (x,y) 7→ Q(t,Y ) :=
Q(x,−y) that was used in (b) describes reflection about the (horizontal) x-axis, whereas the change
of coordinates/points (x,y) 7→ (t,Y ) := (−x,y) that was used in the proof of Theorem 3.1 describes
reflection about the (vertical) y-axis. As is the case with any rigid motion of the Euclidean plane,
these kinds of reflections preserve distance and the measures of (undirected) angles. The behavior of
the measures of certain angles formed between certain bound vectors is exactly the sort of thing that
condition (4) of Theorem 3.1 dealt with. (The same can be said about condition (4) in [3, Theorem
3.1] (concerning parabolas) and a number of conditions in Sections 4 and 5 (concerning hyperbolas).)
Note that the above-mentioned change P 7→Q in (b) (resp., in the proof of Theorem 3.1) had the effect
of fixing F1 and F2 (resp., had the effect of interchanging F1 and F2). Both of these changes also had
the effect of sending any vertical line to a vertical line and also replacing a tangent line having slopem
with a tangent line having slope −m. By simply examining a few possible combinations of situations,
we see that both kinds of changes preserve and reflect the property that the angle between T and
−−−→
P F1 is (apart from orientation, that is, as an undirected angle) congruent to the angle between the
opposite of T and

−−−→
P F2 . Thus, a “conformal" point of view (dare I say “perspective") has served to

completely explain a situation that had been termed “puzzling".
There is more to be gained by considering the above changes of variables (and some other related

changes). In the proof of Theorem 3.1, we saw that the change (x,y) 7→ (t,Y ) := (−x,y) can be used
to convert a first-quadrant arc that seems elliptic into a second-quadrant arc that seems elliptic (and
is part of the same ellipse). A moment’s thought reveals that the process is reversible, giving a
change of variables that converts a second-quadrant arc that seems elliptic into a first-quadrant arc
that seems elliptic (and is part of the same ellipse). Another moment’s thought shows that the same
change of variables can be used to convert a fourth- (resp., third-) quadrant arc that seems elliptic
into a third- (resp., fourth) quadrant arc that seems elliptic (and is part of the same ellipse). On the
other hand, let us next consider the change (x,y) 7→ (t,Y ) := (x,−y) that we saw in (b). The proof of
(b) showed, in essence, that this change can be used to convert an upper- (resp., lower-) half-plane
arc that seems elliptic into a lower- (resp., upper-) half-plane arc that seems elliptic (and is part of
the same ellipse). A closer examination of that proof reveals that this change also converts first-
(resp., fourth) quadrant seemingly elliptic arcs into fourth- (resp., first-) quadrant seemingly elliptic
arcs, and also converts third- (resp., second) quadrant seemingly elliptic arcs into second- (resp.,
third-) quadrant seemingly elliptic arcs. (Of course, by “seems elliptic" or “seemingly elliptic", I
am referring to graphs of functions with certain analytic properties – which were prescribed in (b)
and in Theorem 3.1 – that are then proven to be arcs of an “east-west" ellipse whose center is at the
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origin). This compilation of results implies the following. If one has a function h1 satisfying certain
analytic properties whose graph is the intersection of some quadrant with an “east-west" ellipse E
with center at the origin, then it is possible to use h1 and specific changes of variables to define
functions h2, h3 and h4 having analogous analytic properties and also such that the graph of each
hk is the intersection of some quadrant with E in such a way that the union of the graphs of h1, h2,
h3 and h4 is the ellipse E. Moreover, the construction of these functions h2, h3 and h4 uses only the
specific changes of variables mentioned above (and h, of course). Note also that the method does not,
per se, produce a Cartesian equation for E.

All the success recorded in the last two paragraphs was based on beginning with a function whose
domain was a substantial portion of the projection onto the x-axis of an inferred ellipse. That success
may cause one to hope to do more with less. This raises the following more specific questions. If
one has any nontrivial seemingly elliptic arc γ (as the graph of a function g whose domain is any
nontrivial interval), can one show that γ is the arc of only one “east-west" ellipse E with center at the
origin and prescribed potential foci (±c,0) and, if so, can one then use γ (that is, can one then use g)
to obtain a Cartesian equation for E? We will give the following partial answers to these questions
in (d) (recalling that 0 < c < a are given and b :=

√
a2 − c2): at least one such E exists; and the ellipse

described by the Cartesian equation x2/a2 + y2/b2 = 1 is the only such E if (and only if) there exists a
point Q on γ such that d(Q,F1) + d(Q,F2) = 2a.

(d) In the spirit of the reflection-theoretic result characterizing some parabolic arcs in [3, Remark
3.2 (e)], it is natural to ask if there is an analogous result for elliptic arcs. We next give a result that
affirmatively answers this question (and leads to partial answers to the questions raised at the end
of (c)). (My reading of [5, Theorem 1] is that Drucker asserted a somewhat similar result in regard
to the reflection property that he considered for ellipses.) We will give details for some seemingly
elliptic arcs in the first quadrant and later state a similar result for another quadrant.

Warning: The following proof of a reflection-theoretic characterization of a first-quadrant elliptic
arc is going to use the fact (which will be proved later in Theorem 4.1) that hyperbolas satisfy a
certain reflection-theoretic property (which is different from the reflection property of an ellipse
that was established in Theorem 2.1). I have chosen to present the two sections on ellipses (resp.,
on hyperbolas) without any other section intervening between them for the following reason: the
reflection property of an ellipse and the reflection properties of a hyperbola are rather well known,
while characterization results for these types of figures (proven in Sections 3 and 5, respectively) are
much less familiar.

As in Theorem 3.1, let 0 < c < a in R, put b :=
√
a2 − c2, and consider the points F1(−c,0) and F2(c,0).

Next, consider real numbers 0 ≤ α < β ≤ a and a function f : [α,β]→ R, and let Γ be the graph of f .
Suppose that f is differentiable on (α,β), f is continuous at x = α and at x = β, f (α) = (b/a)

√
a2 −α2

and f (β) = (b/a)
√
a2 − β2, f (t1) > 0 for some t1 ∈ (α,β), and f

′
(x) , 0 for all x ∈ (α,β). Next, suppose

that the data satisfy the following condition which is analogous to the reflection-theoretic property
in Theorems 2.1 and 3.1: for each point P on Γ , if T denotes a tangential vector to Γ at P , then

T ·−−−→P F1

|T | · |−−−→P F1 |
= − T ·

−−−→
P F2

|T | · |−−−→P F2 |
.

By Theorem 2.1, if Γ were an arc of an east-west ellipse in standard position with semi-major axis
a, semi-minor axis b :=

√
a2 − c2, and foci at F1 and F2, then the just-displayed equation does hold for

each P on Γ .
We next prove, conversely, that if the just-displayed equation holds for each P on Γ , then Γ is the arc

of some east-west ellipse (in standard position) having foci F1 and F2. Moreover, if one momentarily
ignores the assumed values of f (α) and f (β) but instead imposes the (also necessary) condition that
some point Q on γ satisfies d(Q,F1) + d(Q,F2) = 2a, then Γ is an arc of some east-west ellipse (in
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standard position) having foci F1 and F2. (While it may seem that the ellipse which we find below
must have semi-major axis a and semi-minor axis b, the actual facts are otherwise. This is being left
as a “temporary exercise" here for any interested readers. Its proof can be found by adapting the
proof provided below in Theorem 5.6 (see also Remark 5.7 (d)) for the similar fact about hyperbolas.
My reading of [5] is that Drucker did not specifically address this matter in regard to the reflection
property that he considered for ellipses.) If one does resume the assumed value of f (α) (or that of
f (β)) and ignores the possible existence of a point Q with the above-mentioned property, then we
will get the desired sharpening of Theorem 3.1, as we will prove that under those conditions, Γ is
indeed an arc of the east-west ellipse (in standard position) having foci F1 and F2, semi-major axis a
and semi-minor axis b.

As in the proof of Theorem 3.1, we get that there exists a real number E > 0 such that

(2E − 4c2)x2 + 2Ey2 = E2 − 2Ec2 if α < x < β and y = f (x).

For the moment, let us not yet use the information that was assumed about the values of f (α)
and f (β). (We will eventually use those hypotheses.) Recalling from the proof of Theorem 3.1 that
E − 2c2 , 0, we can put

A := (E2 − 2Ec2)/(2E − 4c2) and B := (E2 − 2Ec2)/(2E).

Then it follows from the displayed equation in the last paragraph that

x2

A
+
y2

B
= 1 if α < x < β and y = f (x).

Since f is continuous at both α and β, the just-displayed equation also holds if x is either α or β
(and y := f (x)). Observe that A = E/2 > 0. Hence, there exists a positive real number a∗ such that
A = (a∗)2. Note also that A −B = c2. Thus, if B > 0, there would exist a positive real number b∗ such
that B = (b∗)2, so that the above reasoning would give that

x2

(a∗)2 +
y2

(b∗)2 = 1 if α ≤ x ≤ β and y = f (x),

and we would be well on our way to proving the converse. So, let us show that B > 0. As B , 0, it will
suffice to obtain a contradiction from an assumption that B < 0.

Assume that B < 0. Then there exists a positive real number b� such that B = −(b�)2. Therefore,
each point P (x,y) on Γ satisfies

x2

(a∗)2 −
y2

(b�)2 = 1,

which (as will be recalled in Section 4) is the Cartesian equation of a certain hyperbola, sayH, having
foci F1 and F2. As will be shown in Theorem 4.1, the reflection properties of this hyperbola can be
described by the statement that each point P (x,y) on H satisfies

T ·−−−→P F1

|T | · |−−−→P F1 |
=
T ·−−−→P F2

|T | · |−−−→P F2 |
.

However, each point P (x,y) on Γ satisfies

T ·−−−→P F1

|T | · |−−−→P F1 |
= − T ·

−−−→
P F2

|T | · |−−−→P F2 |
.
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As each point P (x,y) on Γ satisfies both of the last two displayed equations, it follows that

T ·−−−→P F1 = 0 = T ·−−−→P F2 ;

that is, T is perpendicular to both
−−−→
P F1 and

−−−→
P F2 . Hence,

−−−→
P F1 and

−−−→
P F2 are parallel vectors. Choose

x ∈ (α,β). This choice ensures that P is not on the x-axis. Let L (resp., M) denote the line passing
through P and F1 (resp., passing through P and F2). Then L and M are parallel lines, and these
parallel lines are distinct since L (resp., M) intersects the x-axis at only the point F1 (resp., F2). By
a fundamental principle of Euclidean geometry, distinct parallel lines must have an empty intersec-
tion. As P ∈ L∩M, we have the desired contradiction. This completes the proof that B > 0.

By the above work, there exist a∗ > 0 and b∗ > 0 such that A = (a∗)2, B = (b∗)2, A−B = c2, and each
point P (x,y) on Γ satisfies

x2

(a∗)2 +
y2

(b∗)2 = 1.

The last display is a Cartesian equation of an ellipse, say F , with semi-major axis a∗, semi-minor
axis b∗, and foci at the points (−c∗,0) and (c∗,0), where (c∗)2 = (a∗)2 − (b∗)2. Hence, (c∗)2 = A −B = c2.
Thus, c∗ =

√
(c∗)2 =

√
c2 = c. Therefore, the foci of F are F1 and F2. This completes the proof of the

characterization result that Γ is an arc of some east-west ellipse (in standard position) having foci F1
and F2.

Next, suppose that some point Q on Γ satisfies d(Q,F1) + d(Q,F2) = 2a (equivalently, that some
point Q on Γ is also on the ellipse having Cartesian equation x2/a2 + y2/b2 = 1). As Q is then on the
ellipse F , it follows from the definition of an ellipse that

d(P ,F1) + d(P ,F2) = 2a∗.

Thus 2a = 2a∗, and so a = a∗. It remains only to show that b = b∗. This, in turn, follows since b > 0,
b∗ > 0 and

b2 = a2 − c2 = (a∗)2 − (c∗)2 = (b∗)2.

Next, let us resume the assumption that f (α) = (b/a)
√
a2 −α2 (we will not need to use the as-

sumed value of f (β)) and let us ignore the possible existence of a point Q with the above-mentioned
property. We will now obtain the desired sharpening of Theorem 3.1 (in which the domain [0, a] is
replaced by the domain [α,β]), by showing that a = a∗. That will complete the proof of the enhanced
characterization result, for once this equation has been obtained, it will follow that

(b∗)2 = (a∗)2 − c2 = a2 − c2 = b2,

whence b∗ = b, whence Γ is an arc of the ellipse having foci F1 and F2, semi-major axis a and semi-
minor axis b.

Recall that there exist positive real numbers a∗ and b∗ such that (a∗)2 − (b∗)2 = c2 and

x2

(a∗)2 +
y2

(b∗)2 = 1 if α ≤ x ≤ β and y = f (x).

By substituting x = α and y = (b/a)
√
a2 −α2 into the just-displayed equation and then multiplying

through by a2(a∗)2(b∗)2, we get

α2a2(b∗)2 + b2(a2 −α2)(a∗)2 = a2(a∗)2(b∗)2.

Next, by substituting (b∗)2 = (a∗)2 − c2 and b2 = a2 − c2 into the last-displayed equation, we get

α2a2[(a∗)2 − c2] + (a2 − c2)(a2 −α2)(a∗)2 = a2(a∗)2[(a∗)2 − c2].
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Then by routine uses of the distributive property and additive cancellation of like terms, we get

a4(a∗)2 = a2(a∗)4

Finally, dividing through by (the nonzero number) a2(a∗)2 gives a2 = (a∗)2, whence a = a∗. The proof
is complete.

As promised, we next state an analogue (for the fourth quadrant) of the above “first-quadrant"
characterization result. (By definition, the fourth quadrant consists of all (u,v) ∈ R2 such that u ≥ 0
and v ≤ 0.) Let 0 < c < a in R, put b :=

√
a2 − c2, and consider the points F1(−c,0) and F2(c,0). Next,

consider real numbers 0 ≤ α < β ≤ a and a function f : [α,β] → R, and let Γ be the graph of f .
Suppose f is differentiable on (α,β) and continuous at x = α, f (α) = −(b/a)

√
a2 −α2, f (t1) < 0 for

some t1 ∈ (α,β), and f
′
(x) , 0 for all x ∈ (α,β). Next, suppose that the data satisfy the following

condition which is analogous to the reflection-theoretic property in Theorems 2.1 and 3.1: for each
point P on Γ , if T denotes a tangential vector to Γ at P , then

T ·−−−→P F1

|T | · |−−−→P F1 |
= − T ·

−−−→
P F2

|T | · |−−−→P F2 |
.

Then Γ is a subset of the fourth quadrant and Γ is an arc of the ellipse (in standard position) having
foci F1 and F2, semi-major axis a and (necessarily) semi-minor axis b.

Next, in the interest of brevity, let us illustrate a general method for characterizing certain (po-
tentially elliptic) arcs that have nontrivial intersections with more than one quadrant. Specifically,
we address such an arc Γ contained in the union of the first and fourth quadrants. Because of the
meaning of “arc", the point (a,0) is necessarily on Γ . Let Γ1 (resp., Γ4) denote the intersection of Γ with
the first (resp., with the fourth) quadrant. Suppose that Γ1 (resp., Γ4) is the graph of a function satis-
fying all the hypotheses stated in the third paragraph of this part (d) (resp., stated in the preceding
paragraph). Then, since (a,0) is on both Γ1 and Γ4, it follows (from the method of the proof that was
completed two paragraphs ago) that Γ1 and Γ4 can be described respectively (over suitable interval
domains with left-hand endpoints being some nonnegative real numbers and the same right-hand
endpoint, a) by y = (b/a)

√
a2 − x2 and y = −(b/a)

√
a2 − x2. Consequently, any graph Γ satisfying the

above hypotheses must be an arc of the ellipse given by x2/a2 + y2/b2 = 1 and Γ is not a subset of any
other east-west ellipse whose center is the origin.

(e) The proofs of [3, Remarks 2.2 (c) and 3.2 (d)] used the “x as a function of y" point of view and
its attendant methods. It seemed natural to include such proofs in [3] since every parabola, after
suitable rigid rotation and/or translations of coordinate axes, is the graph of an equation of the form
x = y2/(4a) for some nonzero a ∈ R. I consider it to be less important to feature such methods in
developing material about ellipses here. Some of this attitude derives from the fact that no amount
of rotation or translation of coordinate axes can produce an ellipse which is the graph of an equation
y = f (x) or an equation x = g(y), since every ellipse fails both the Vertical Line Test and the Horizontal
Line Test. While the same is true of hyperbolas, I will use the “x as a function of y" point of view in
proving Theorem 5.4 about hyperbolas. In that characterization result, that is the natural point of
view to use in dealing with a branch of an east-west hyperbola. To be sure, one can point to naturally
occurring subsets of ellipses that are graphs of equations of the form x = g(y). For example, consider
the left- (or the right-) hand half of an east-west ellipse (with, for simplicity, center at the origin).
However, that particular subset is not of any special importance in regard to the reflection properties
of an ellipse. By way of contrast, each branch of a hyperbola plays a critical role in the description of
the reflection properties of a hyperbola: see, for instance, Theorem 4.1 below. Instructors who wish
to use the “x as a function of y" approach to obtain alternative proofs of some of the results in this
paper (for instance, a variant of Theorem 3.1) are invited to try to do so, perhaps consulting some
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of the above-mentioned material from [3] for any appropriate background needs that may arise for
them or their students.

(f) In the spirit of [3, Remark 3.2 (g)], we next consider whether any degenerate cases of ellipses
can be discovered by a careful reading of the proof of Theorem 3.1. That proof depended heavily on
a differential equation which was derived in the fourth paragraph of that proof. That equation ex-
pressed the derivative of y (= f (x)) with respect to x as a fraction, sayN/D, whereD = 2xy. That kind
of fraction was not objectionable since the context for that part of the proof of Theorem 3.1 involved
0 < x < a and the hypotheses of Theorem 3.1 ensured that x , 0 implies y , 0. However, the question
of characterizing the curves satisfying the reflection properties of an ellipse can be cast more gen-
erally than in the hypotheses of Theorem 3.1. Indeed, since those reflection properties are perfectly
encoded by condition (4) in the statement of Theorem 3.1, a more general attempt to characterize
the functions f with domain a subset of [0, a] and with graph satisfying the reflection properties
of an ellipse, given 0 < c < a ∈ R and points F1(−c,0) and F2(c,0), would ask the following: which
differentiable functions f , having domain a subset of [0, a], satisfy the above-mentioned condition
(4)?

In order that (4) be meaningful, it must be the case that the vectors
−−−→
P F1 and

−−−→
P F2 are each nonzero;

that is, that neither F1 nor F2 is on the graph of f . Our search here for degenerate cases of ellipses
that were not found in Theorem 3.1 will focus on such functions f for which the above-mentioned
differential equation is meaningless because D = 0. As f is differentiable, it seems reasonable to
assume that the domain of f is a union of (possibly denumerably many) open subintervals of [0, a],
together with possibly some left-hand endpoints and/or some right-hand endpoints. It would also
seem reasonable to assume that f is continuous at any such endpoint. So, we will focus on certain
values of x such that 0 < x ≤ a. As D = 2xy and we are requiring D = 0 with a focus on certain x such
that 0 < x ≤ a, it must be the case that y = 0, that is, f (x) = 0. Recall that the proof of Theorem 3.1
derived the above-mentioned differential equation from the following application of condition (4):

c+ x+ y dydx√
(c+ x)2 + y2

=
c − x − y dydx√
(c − x)2 + y2

.

Let us cast our nets more widely. Working in conjunction with the conditions 0 , x ∈ R and y = 0,
we see that the just-displayed equation is equivalent to the following algebraic equation:

c+ x√
(c+ x)2

=
c − x√
(c − x)2

.

A straightforward case analysis shows that the solution set of the just-displayed equation, under the
just-stated conditions, consists of the points (x,y) such that −c < x < c and y = 0. It follows that if
we focus on the universe [0, a] for values of x, we can construct infinitely many degenerate cases of
ellipses. Indeed, each of the following graphs Γ is of that kind: take any (possibly denumerable)
nonempty set {Ij} of open intervals Ij contained in [0, c); for each j, let I ∗j result from Ij by possibly
appending one or both endpoints of Ij to Ij , but do not append the element c to any Ij ; let D := ∪j I ∗j ;
let D∗ result from appending 0 to D if there exists j such that 0 is the left-hand endpoint of Ij ; and
then take Γ := {(x,y) ∈R2 | x ∈ D∗ and y = 0}.

Notice that a degenerate ellipse Γ which is constructed in the above way need not be a connected
topological space – indeed, it may have infinitely many connected components. In particular, while
it is commonplace for the literature to refer to some degenerate ellipses as being “piecewise-linear",
observe that some of the examples Γ that we have just constructed have stretched the meaning of
that term because they have infinitely many “pieces." Note also that the largest (in the obvious sense)
interval that was constructed above as being a degenerate ellipse is [0, c).
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Having “cast our nets more widely", the above work naturally draws our attention to certain values
of x such that −c < x < 0. One sees easily that for a nontrivial line segment γ containing the point
P (x,0) for such a value of x, P satisfies the above-mentioned condition (4). Indeed, the tangential
vector T of γ at P can be taken as ±i, and T is parallel to both

−−−→
P F1 and

−−−→
P F2 , while having the

same direction as one of these vectors and the opposite direction of the other vector. (Of course, the
same comment could have been made about the points (x,0) that arose as elements of the graphs
Γ that were constructed two paragraphs ago.) Accordingly, we conclude that one can produce even
more degenerate ellipses (although none that are qualitatively new in any mathematically important
way) by revising the above directions for constructing degenerate ellipses Γ as follows: change the
requirement “Ij contained in [0, c)" to “Ij contained in (−c,c)"; change “but do not append the element
c to any Ij" to “but do not append either of the elements −c, c to any Ij ; and change the definition of
D∗ to D∗ :=D.

(g) Following up on (e) and (f), let us consider any degenerate cases of ellipses that may be discov-
ered from an examination of a proof of a variant of Theorem 3.1 that has used methods related to
the “x as a function of y" point of view. It seems clear that those new degenerate cases would consist
of analogues of the degenerate cases which were identified in (f). In other words, each of those new
degenerate cases ∆ of ellipses would be built by starting with a a union of (possibly denumerably
many) open subintervals of the y-axis, each of which is a subset of the line segment going from the
point (0,−c) to the point (0, c), with the precise rules for then building any such ∆ (starting with such
a union of open subintervals of the y-axis) being the obvious analogues of the corresponding rules
that were given above for building the counterpart degenerate ellipses Γ . However, in my opinion,
these ∆ should not be considered as being “new" degenerate cases, for the following reason. The
considerations in (f) (resp., here in (g)) have looked for degenerate cases of east-west (resp., north-
south) ellipses that have center at the origin and a horizontal (resp., vertical) major axis. But any
ellipse can be viewed that way after suitable rigid rotation and/or translation of coordinate axes.
Such changes of coordinate axes do not change whether a geometric figure is an ellipse (or whether
it should be considered as a degenerate ellipse in regard to satisfying certain reflection properties)
because such changes of coordinate axes do not affect distance or the measure of (undirected) angles
between bound vectors. Consequently, I conclude, for any ellipse E, with major (resp., minor) axis
falling along a line L (resp., M) in the Euclidean plane, that one can build a family of degenerate
ellipses Γ ∗ (resp., ∆∗) that is naturally associated to E by taking the following steps: rigidly rotate
and/or translate coordinate axes so that L is horizontal (resp., vertical) and M is vertical (resp., hor-
izontal) in regard to the new coordinate axes [then the ellipse E is east-west (resp., north-south) in
regard to the new coordinate axes], intersecting at the “new" origin; proceed to use the parameters
a, b, c of E as in the final paragraph of (f) (resp., as earlier in this paragraph) to build a degenerate
ellipse Γ (resp., ∆); and then perform (in reverse order) the sequence of the inverse operations cor-
responding to the above-mentioned rigid rotations and/or translations of coordinate axes. Notice
that E has been carried back to its original position relative to the original coordinate axes. By def-
inition, Γ ∗ (resp., ∆∗) is the geometric figure to which Γ (resp., ∆) has been carried. While Γ ∗ (resp.,
∆∗) is a subset of the line L (resp, M), I would repeat the sentiment from the final sentence of (f)
that these changes of coordinate axes have not produced anything that is “qualitatively new in any
mathematically important way."

(h) The second paragraph of the Introduction of [3] mentioned several ways that conic sections can
be introduced and viewed in the before-calculus curricula for mathematics and science. As we wrote
there, “some of those [ways] are algebraic, some are geometric, and some are related to scientific
applications." We went on to recall that the principal such “way" involving (real) analytic geometry is
the following: “conics (along with their degenerate cases) are the only possible graphs (in Euclidean
plane analytic geometry) of equations of the form f (x,y) = 0, where f is a second-degree polynomial
expression in x and y". Among the geometric “ways" noted there, we recalled that “conics (along with
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their degenerate cases) are the only possible intersections (in three-dimensional Euclidean geometry)
of a plane with a double-napped right circular cone"; and that “relative to a given point F that is not
on a given line L, each of the three basic types of conics is characterized as the set S of points P such
that the associated “eccentricity" e (that is, the ratio of the distance between P and F to the distance
between P and L) has a specific constant value, with e = 1 (resp., e < 1; resp., e > 1) corresponding to
S being a parabola (resp., an ellipse; resp., a hyperbola) with F being a “focus" of S and L being the
corresponding “directrix" of S". With respect to “scientific applications", we also noted that “each of
the three basic types of conics has a reflection property with a number of physical applications." In
the next-to-last paragraph of the Introduction of [3], we mentioned a couple of physical applications
of the reflection properties of a parabola; in Section 2, we noted a couple of the physical application
of the refection properties of an ellipse; and in Section 4, we will mention some applications of the
reflection properties of a hyperbola.

We have noted elsewhere a couple of other algebrogeometric ways to use conic sections in the
before-calculus curriculum. In [1], we used/introduced the intuitive idea of a “limit" to examine
some algebraic ways to help a student to understand how certain planar sets are degenerate cases of
one of the three standard conic sections. For instance, the “limit" of the equation 2x2 + 3y2 = d of an
ellipse, under the limit process where the parameter d → 0+, is the equation 2x2 + 3y2 = 0, whose
(real) graph in the plane is the singleton set consisting of the origin. A three-dimensional analogue
of this example can be found in [10, Exercise 5, pages 121-122], where J. M. H. Olmsted uses the
limiting forms of Cartesian equations to explain how that “a [real quadric] cone can be thought of as
a degenerate hyperboloid of either one or two sheets". In that spirit, I would suggest that if a, b and
k are positive real numbers, then the cone which is the graph of the equation x2/a2 + y2/b2 = z2/k2

degenerates, when one uses the “limiting" process where the parameter k→ 0, to a line in R
3 (given

by the equation z = 0), but one could also conclude that this cone has degenerated (under this limit
process) to the singleton set consisting of the origin in R

3. For a more “geometric" way to “see"
that degenerate set as the result of a “limiting" process, I would suggest the following: consider the
“limiting position" of the ellipses which result by intersecting the cone 2x2 + 3y2 = z2 with the plane
z = k (for some nonzero parameter k ∈R).

In regard to the “eccentric" view of the main kinds of conic sections in terms of foci and directrices,
let me mention another paper. In [2], I used the well known viewpoint that circles are degenerate
forms of ellipses (recall that I considered the viewpoint that circles are ellipses in Remark 2.2 (b))
to motivate the introduction of points at infinity, as a first step toward introducing (real) projective
geometry. (I still believe that a firm understanding of classical projective geometry is important for
any student who intends to work in algebraic geometry in the form in which that subject is practiced
today.) Let me give another reason to be interested in points at infinity. Some readers will surely
be interested in comparing [3] and the present paper with the papers of Drucker ([5], [6]). In the
latter papers, Drucker attempts to treat the reflection properties of the three main kinds of conic
sections in a uniform way. That seems to necessitate Drucker’s viewpoint that every conic has two
foci. To handle parabolas, Drucker suggests that one should look at the limit of equations of more
complicated conics and/or consider the “other" focus of a parabola to be a point at infinity which is
subjected to additional restrictions. The reader is invited to assess the clarity, rigor and precision of
Drucker’s explanations/arguments that Drucker himself describes as being sketches of proofs.

4 The reflection properties of a hyperbola

We continue to work inside a fixed Euclidean plane. A hyperbola (in this plane) is determined by
two distinct points, called foci and denoted by F1 and F2, together with two distinct positive real
numbers a < c, such that the distance from F1 to F2 is 2c. As in Sections 2-3, the distance from a
point P to F1 (resp., to F2) will be denoted by d1 := d1(P ) (resp., by d2 := d2(P )). By definition, the
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hyperbola determined by F1, F2, a and c (with 0 < a < c and the distance from F1 to F2 being 2c) is the
set of points P such that |d1(P )− d2(P )| = 2a. The graph of a hyperbola consists of two disconnected
subsets which are called the branches of the hyperbola, with one of the branches being the graph of
the equation d1(P )−d2(P ) = 2a and the other branch being the graph of d2(P )−d1(P ) = 2a. The graph
of a typical hyperbola can be inferred from Figures 2-7.

F1 F2

R1
x

y

Figure 2

F1 F2
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Figure 3

F1 F2
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x

y

Figure 4
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Figure 7

The branches of the hyperbola in Figures 2-7 are shown as either solid or dotted/dashed curves to
facilitate the discussion (later in this section) of the reflection properties of a hyperbola. The various
line segments or rays in Figures 2-7 are not part of the hyperbola per se, but they are related to the
reflection properties of a hyperbola. If one were not considering those reflection properties, it would,
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of course, be appropriate to have both branches of a hyperbola presented as solid curves in any graph
of the hyperbola.

In connection with the hyperbola determined by F1, F2, a and c, the following usage is conven-
tional: the line passing through F1 and F2 intersects the hyperbola at two points which are called
the vertices of the hyperbola; the line segment connecting the vertices is called the transverse axis of
the hyperbola; it turns out that the length of the transverse axis is 2a; the midpoint of the transverse
axis [which turns out also to be the midpoint of the line segment connecting F1 and F2] is called the
center of the hyperbola (a well chosen name since any hyperbola is symmetric about its center); a (or
either of the line segments of length a from the center to a vertex) is called the (a) semitransverse axis
of the hyperbola; the positive real number b :=

√
c2 − a2 is called the semi-conjugate axis of the hyper-

bola; and the line segment that is perpendicular to the transverse axis and is bisected by the center is
called the conjugate axis of the hyperbola (a well chosen name since the length of the conjugate axis
is 2b).

Beginners often have difficulty in remembering the relationship between the parameters a, b and
c of a hyperbola, possibly because there are similarly denoted parameters of an ellipse which satisfy
a different quadratic relationship. To help remember the quadratic relationship, c2 = a2 + b2, that
pertains to a hyperbola, it may help to remember that in a hyperbola, there is no fixed inequality or
equality relating a and b. In other words, in a hyperbola, each of the following three conditions is
possible: a < b, a > b, a = b. A hyperbola for which a = b is called a rectangular hyperbola (also known
as an equilateral hyperbola). A hyperbola is rectangular if and only if its asymptotes are perpendicular
(to one another). We will not have occasion to mention the asymptotes of a hyperbola after this
sentence, because asymptotes seem to play no important role in the study of the reflection properties
of hyperbolas.

Every hyperbola has a number of interrelated reflection properties. Just as was the case for parabo-
las in [3] and for ellipses in Section 2, the reflection properties of a hyperbola can be scientifically
justified by using the Principle of Reflection asserting that “the angle of incidence is congruent to
the angle of reflection." Recall that physicists measure the just-mentioned angles “from the normal"
(with “normal" being perpendicular to “tangential"), while most mathematicians prefer to use tan-
gent lines rather than normal lines. As in Section 2, I suggest that some readers may wish to apply
the “Principle of Reflection" to a few “random/typical" positions for a point P on a branch of the
hyperbola in Figures 2-7 and then convert his/her conclusions about normal lines to conclusions
about tangent lines. I trust that readers will agree with me that the three reflection properties of a
hyperbola, with foci F1 and F2, can be stated as in the following paragraph.

Let {i, j} = {1,2}. Let Bi (resp., Bj ) be the branch of the hyperbola in question which is associated
with the focus Fi (resp., Fj ). Figures 2 and 3 depict the following reflection property: in the absence
of Bj , if a ray Ri is emitted from Fi and intersects Bi , then Ri reflects off Bi and as a result of
that reflection, the redirected ray stays “inside" Bi and moves along a line which appears to have
originated from Fj (that is, after the reflection, the new direction of the ray is such that its opposite
ray would pass thorough Fj ). On the other hand, Figures 4 and 5 depict the following reflection
property: in the absence of Bi , if a ray Ri is emitted from Fi and intersects Bj , then Ri reflects off Bj
and as a result of that reflection, the redirected ray stays “outside" Bj and moves along a line which
appears to have originated from Fj . Lastly, Figures 6 and 7 depict the following reflection property:
in the absence of Bi , if a ray Si approaches Bj from “outside" Bj along a line of action that passes
through Fj then, as a result of intersecting Bj , the ray is reflected/diverted along a new line of action
which passes through Fi .

The most prominent scientific applications of the reflection properties of a hyperbola have to do
with the “d1 − d2 = ±2a" definition of the branches of a hyperbola. These applications use a kind of
“triangulation" to locate a point as an intersection of certain branches of various hyperbolas (with
the parameters for those hyperbolas and Cartesian equations for their branches being calculated by
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using observed data). One of these applications, LORAN C, has both civilian uses and military uses,
which include locating the source of an explosion or the epicentre of an earthquake. Some homework
problems in this vein can be found in [4, Exercises 59-60, page 476; and Exercise 58, page 490]. More
fanciful applications of the reflection properties of a hyperbola (mostly of a “war games" nature) can
be found in [4, Exercises 57-58, page 476].

The above statements of the reflection properties of a hyperbola have to do with tangent lines (to a
hyperbola) and the radian measures of angles formed at the intersection of various lines. As noted in
Section 2, a rigid rotation and/or translation of the coordinate axes does not affect whether a line is
tangent to a curve at a given point, and it also does not affect the radian measure of an angle formed
at the intersection point of two lines. Accordingly, we can assume, without loss of generality, that
the coordinate axes have been suitably rotated and/or translated so that the hyperbola can be viewed
in “standard position," that is, so that the hyperbola has an especially tractable Cartesian equation
(relative to the new coordinates axes). It is well known that when one rotates and/or translates the
coordinate axes so that the transverse axis of a given hyperbola is horizontal and the center of that
hyperbola is the origin, then the hyperbola has the following especially tractable Cartesian equation:

x2

a2 −
y2

b2 = 1.

Any hyperbola whose transverse axis is horizontal is said to be an “east-west" hyperbola (also known
as a horizontal hyperbola). The hyperbola in Figures 2-7 is of “east-west" type, with the additional
feature that its center is the origin, and hence it does have a Cartesian equation of the just-displayed
type. The left-hand (resp., right-hand) branch of this hyperbola is the graph of the equation

x = − a
b

√
y2 + b2 (resp., x =

a
b

√
y2 + b2 ).

We show (in this section and in Section 5) that each hyperbola satisfies the three reflection properties
mentioned above and, in the presence of certain additional hypotheses, can be characterized by each
of those properties. Moreover, we will also show that the same kind of conclusions hold for each
branch of a hyperbola and for some associated arcs of a hyperbola.

We pause to address the derivation of the Cartesian equation, x2/a2 − y2/b2 = 1, for an east-west
hyperbola having its center at the origin. While many textbooks introducing hyperbolas include
a complete proof that the condition “|d1(P ) − d2(P )| = 2a" for this hyperbola implies the asserted
equation (cf. [4, page 465]), I have not seen any textbook that gives all the detail needed for a proof
of the converse. To be fair, both [8] and [9] mention that their hints for a proof of the corresponding
fact about ellipses can be adjusted to give a proof of that converse for hyperbolas. In the interest of
brevity, I leave it to the reader to confirm at least one of those statements or to devise another proof
of the converse (using, I would suggest, the hyperbolic trigonometric functions cosh and sinh).

Recall that the notion of a tangential vector was useful in [3] and in Sections 2 and 3 as well.
It will also be useful in studying hyperbolas and their reflection properties. Indeed, according to
the “Principle of Reflection," each of the above three reflection-theoretic properties of a hyperbola
(whose statements we agreed about four paragraphs ago) is equivalent to the following mathematical
formulation. Let P be the point at which the initial ray intersects a branch (which is not “absent") of
the hyperbola, and let T be a tangential vector to that branch at P ; then the angle between T and
(the bound vector)

−−−→
P F1 is congruent to the angle between T and (the bound vector)

−−−→
P F2 .

We next prove the three reflection properties of a hyperbola. The statement of Theorem 4.1 can be
used to interpret the meaning of the segments/rays in Figures 2-7. Indeed, the statement of part (a)
(resp., part (b); resp., part (c)) of Theorem 4.1 summarizes what is depicted in Figures 2 and 3 (resp.,
Figures 4 and 5; resp., Figures 6 and 7).
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Theorem 4.1. Let H be a hyperbola with foci F2 and F2. Let the branches of H be labeled B1 and B2
in such a way that F1 (resp., F2) is contained “inside" B1 (resp., B2) in the obvious intuitive sense. Let
{i, j} = {1,2}. Then:

(a) In the absence of Bj , if a ray Ri is emitted from Fi and intersects Bi , then Ri reflects off Bi
and as a result of that reflection, the redirected ray stays “inside" Bi and moves along a line which
appears to have originated from Fj (that is, after the reflection, the new direction of the ray is such
that its opposite ray would pass thorough Fj ).

(b) In the absence of Bi , if a ray Ri is emitted from Fi and intersects Bj , then Ri reflects off Bj
and as a result of that reflection, the redirected ray stays “outside" Bj and moves along a line which
appears to have originated from Fj .

(c) In the absence of Bi , if a ray Si approaches Bj from “outside" Bj along a line of action that
passes through Fj then, as a result of intersecting Bj , the ray is reflected/diverted along a new line of
action which passes through Fi .

Proof. In the next-to-last paragraph before the statement of this result, we gave an equivalent formu-
lation of the reflection properties of a hyperbola in terms of certain behavior of a “typical" tangential
vector to the given hyperbola. That formulation implicitly assumed that for each point P on H, the
bound vectors

−−−→
P F1 and

−−−→
P F2 are each nonzero, equivalently, that neither F1 nor F2 is on H. We will

prove this fact for F1, leaving the details of the similar proof about F2 to the reader. To prove that F1
is not on H, we need only use the hypothesis that a < c to see that |d1(F1)− d2(F1)| = |0− 2c| = 2c , 2a.

Four paragraphs before the statement of this result, we explained why we could assume during
this proof that, without loss of generality, the coordinate axes have already been suitably rotated
and/or translated so that H is in standard position, that is, that H is an east-west hyperbola whose
foci lie on the x-axis and whose center is at the origin. Necessarily,H has a Cartesian equation of the
form

x2

a2 −
y2

b2 = 1,

where a and b are positive real numbers and c2 = a2 + b2. Note that the vertices of H are the points
P1(a,0) and P2(−a,0).

It will be convenient to directly verify that the reflection properties hold when the point of impact
P of the incoming ray is a point at which the tangent line to H is vertical. The points P with this
property are the vertices of H. We will verify that the “vertical tangent line" condition holds at P1,
leaving it to the reader to provide the similar verification at P2. Let us use the fact that P1 is on the
right-hand side of the upper half of H, which is the graph of the function h given by

y = h(x) = (
b
a

)
√
x2 − a2,

with the point P1 having coordinates (a,0) = (a,h(a)). It is evident that h is continuous at a. As
h
′
(x) = bx/(a

√
x2 − a2) if |x| > a,

lim
x→a

h
′
(x) = lim

x→a+

bx

a
√
x2 − a2

= ba/0+ =∞,

thus proving that the tangent line to H at P1 is indeed vertical. The verification of the reflection
properties of H at P1 and P2 can now be done essentially as the corresponding verification for the
ellipse E in the proof of Theorem 2.1. For the sake of completeness, we provide those details next.
For k ∈ {1,2}, the work earlier in this paragraph lets us take T := Tk , the tangential vector to H at Pk ,
to be the bound vector that has initial point Pk and is equivalent to j. Hence, the angle between Tk and
−−−−→
PkF1 is a right angle, and the angle between Tk and

−−−−→
PkF2 is also a right angle. As it is a fundamental
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principle of Euclidean geometry that any two right angles are congruent, this completes a direct
proof that the assertion of the reflection properties holds at P1 and P2. (Interested readers are invited
to fashion an alternate direct proof of this assertion that uses the Principle of Reflection and measures
angles “from the normal.")

By combining the above discussion with the review of vectorial material (involving dot products
and the inverse cosine function) two paragraphs before the statement of Theorem 4.1 (see also six
paragraphs before that statement, as well as the vectorial background that was given five paragraphs
before the statement of Theorem 2.1), we can see that (a), (b) and (c) are each equivalent to the
following condition: if P is a point on a hyperbola H and T is a tangential vector (at P ) to a function
whose graph includes a nontrivial arc of H containing P , then

T ·−−−→P F1

|T | · |−−−→P F1 |
=
T ·−−−→P F2

|T | · |−−−→P F2 |
, or, equivalently,

T ·−−−→P F1

|−−−→P F1 |
=
T ·−−−→P F2

|−−−→P F2 |
.

We will proceed to prove this condition. Given the last result in the preceding paragraph, we can
assume henceforth, without loss of generality, that P has coordinates (x,y) such that y , 0. It will be
convenient to denote the left- and right-hand sides of the desired equation, respectively, by

L :=
T ·−−−→P F1

|−−−→P F1 |
and R :=

T ·−−−→P F2

|−−−→P F2 |
.

Note that this is not (resp., is) the same definition of the notation R (resp., of the notation L) that
was used in the proof of Theorem 2.1. (That difference should not come as a surprise. After all, since
ellipses and hyperbolas do have different reflection properties, it is to be expected that the equations
which encode those different properties are different equations.)

It will be helpful to have a formula for the slope, say m, of the tangent line to H at P . (Recall that
P is not a vertex of H since we have reduced to the case y , 0.) By applying implicit differentiation
to the equation x2/a2 − y2/b2 = 1, we find that m = y

′
:= y

′
(x) satisfies

2x
a2 −

2yy
′

b2 = 0, whence m =
b2x

a2y
.

So, we can take the tangential vector to H at P to be T = a2yi + b2xj. We also have

−−−→
P F1 = (−c − x)i− y j and

−−−→
P F2 = (c − x)i− y j,

|−−−→P F1 | =
√

(−c − x)2 + (−y)2 =
√

(c+ x)2 + y2 and

|−−−→P F2 | =
√

(c − x)2 + (−y)2 =
√

(c − x)2 + y2.

Using the standard formula for dot product, we get

L =
a2y(−c − x) + b2x(−y)√

(−c − x)2 + (−y)2
=
−a2y(c+ x)− b2xy√

(c+ x)2 + y2
and

M =
a2y(c − x) + b2x(−y)√

(c − x)2 + (−y)2
=
a2y(c − x)− b2xy√

(c − x)2 + y2
.
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Consequently, L =M if and only if

−a2y(c+ x)− b2xy√
(c+ x)2 + y2

=
a2y(c − x)− b2xy√

(c − x)2 + y2
.

By substituting b2 = c2 − a2, dividing through the just-displayed equation by (the nonzero quantity)
y, performing some minor algebraic rewriting, and then dividing through by (the nonzero quantity)
c, we see that our task is equivalent to proving that

−a2 − cx√
(c+ x)2 + y2

=
a2 − cx√

(c − x)2 + y2
.

We claim that if |x| ≥ a, then −a2−cx and a2−cx have the same algebraic sign. Since −a2−cx < a2−cx,
the claim will be shown if we prove the following two assertions: if x ≤ −a, then −a2 − cx > 0; and
if x ≥ a, then a2 − cx < 0. Recalling that 0 < a < c (so that −c < −a < 0) and using the familiar rules
for multiplying the partners of an inequality by the same nonzero real number, we get the following:
x ≤ −a ⇒ cx ≤ c(−a) = (−c)a < (−a)a = −a2⇒−a2−cx > 0; and x ≥ a ⇒ cx > ax ≥ a ·a = a2⇒ a2−cx < 0.
This proves the above claim.

By the above claim, the left- and right-hand sides of the last-displayed equation have the same
algebraic sign. Thus, squaring both sides of that equation produces another equivalent equation.
Therefore, since cross-multiplying then produces yet another equivalent equation, we get that L =M
if and only if

(−a2 − cx)2[(c − x)2 + y2] = (a2 − cx)2[(c+ x)2 + y2], or equivalently,

(a4 + 2a2cx+ c2x2)[x2 + y2 − 2cx+ c2] = (a4 − 2a2cx+ c2x2)[x2 + y2 + 2cx+ c2].

Next, by using the generalized distributivity property to expand both the left- and right-hand sides
of the last equation and then additively canceling like terms, we get that L =M if and only if the
quantity

Q := −2a4cx+ 2a2cx3 + 2a2cxy2 + 2a2c3x − 2c3x3

satisfiesQ = −Q, that is, if and only ifQ = 0. Next, since x , 0 (becauseH does not have a y-intercept),
we can divide Q by (the nonzero quantity) 2cx and thus get that L =M if and only if

−a4 + a2x2 + a2y2 + a2c2 − c2x2 = 0.

Next, use x2/a2 − y2/b2 = 1 and b2 = c2 − a2 to get

a2y2 = b2x2 − a2b2 = (c2 − a2)x2 − a2(c2 − a2) = c2x2 − a2x2 − a2c2 + a4,

whence −a4 + a2x2 + a2y2 + a2c2 − c2x2 = 0. The proof is complete.

We close the section with two remarks. The first (resp., second) of these gives some information
about tangent lines to hyperbolas (resp., some “hyperbolic" analogues of Remark 2.2 (b)-(d)).

Remark 4.2. Using notation from Theorem 4.1 and the condition

T ·−−−→P F1

|T | · |−−−→P F1 |
=
T ·−−−→P F2

|T | · |−−−→P F2 |
from the proof of Theorem 4.1, one can show that no line passing through F1 is the tangent line to

H at a point P on the upper half of B2. A direct proof of this fact can also be given via high school
algebra and analytic geometry. Similar reasoning shows that no line passing through F1 can intersect
the upper (or lower) half of B2 more than once. The latter fact can be used to explain why the list of
Figures 2-7 could not be augmented by, for instance, considering the possible existence of a line that
would pass through F1, intersect B2 after approaching from “outside" B2, and then also intersect B2
after approaching from “inside" B2. The remark is complete.
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Remark 4.3. (a) If one is considering the east-west hyperbola with foci F1(−c,0) and F2(c,0), together
with the positive real numbers a < c (and b :=

√
c2 − a2), one is led easily to the Cartesian equation

(c2 − a2)x2 − a2y2 = a2(c2 − a2).

Rather than dividing through by a2(c2 − a2) in order to get the equation x2/a2 − y2/b2 = 1, let us
instead ask, in the spirit of Remark 2.2 (c), what the just-displayed equation would imply if we set
a = c. Since a , 0, this substitution would lead to the equation y2 = 0, so that P (x,y) is P (0, y), a point
on the y-axis. In hoping for a converse, let us ask: if P (x,y) is P (0, y) and 0 < a = c (whence b = 0),
does |d1(P )− d2(P )| = 2a? No! Unfortunately, by a classical result in Euclidean plane geometry, every
point P (0, y) on the y-axis satisfies d1(P ) = d2(P ), since P is on the perpendicular bisector of the line
segment connecting F1 to F2. Thus, setting a = c (> 0) has led to the uninteresting fact that the empty
set is a degenerate case of a hyperbola.

Of course, data satisfying the usual definition of a hyperbola could not support the equation a = c
(because the definition of a hyperbola stipulated that a < c). However, the above substitution was
considered in the hope that, as had been the case for a similar substitution in Remark 2.2 (c), it might
lead to an interesting degenerate case (this time, of a hyperbola). Although that did not happen, one
could ask what, if anything, can be said about the implications of the last-displayed equation if we
suppose also that b = c. Of course, this equation is not possible for parameters satisfying the usual
definition of a hyperbola, but with the experience from Remark 2.2 behind us, that fact will not deter
us in our search for a degenerate case of a hyperbola.

Setting b = c (that is,
√
c2 − a2 = c), whence a = 0, in the last-displayed equation gives c2x2 = 0. An

analysis of the most extreme subcase, where each of a, b and c is 0, reveals that the entire Euclidean
plane is a degenerate hyperbola! This conclusion is very untraditional and it shows the danger of
straying too far from the stipulations in the standard definition of a hyperbola.

Let us return to setting b = c (whence a = 0), but this time insisting that c > 0. Under these condi-
tions, the implication of the last-displayed equation would be that x = 0. In other words, assuming
that |d1(P )− d2(P )| = 2a, while also assuming that b = c , 0, gives x = 0, so that P (x,y) is P (0, y), with
P equidistant from F1(−c,0) and F2(c,0) (since a = 0). The above-mentioned classical result in Eu-
clidean plane geometry gives the converse conclusion that any point on the perpendicular bisector
of the line segment connecting F1 and F2 is (on the y-axis and) equidistant from F1 and F2. Thus, we
can conclude that if 0 = a < c (= b), then the set of points P (x,y) such that |d1(P ) − d2(P )| = 2a is the
y-axis. This degenerate case is not just piecewise linear – it is not just a line segment – it is a line!

(b) Some readers who are familiar with the approach to degenerate cases in [1] may have wondered
why Remark 2.2 (b)-(d) did not address the question of which degenerate cases of an ellipse can arise
by using the approach in [1]. While we did not mention that matter in Remark 2.2 in the interest
of brevity, the general method was touched on later in Remark 3.2 (h). Perhaps some readers will
choose to pursue it further after reading the following discussion of some of the degenerate cases of
hyperbolas which can be found by using the approach from [1].

The approach from [1] does not produce exactly the same degenerate cases of a hyperbola as in
(a), but there is some overlap. Consider the standard-form equation of an east-west hyperbola with
center at the origin, x2/a2 − y2/b2 = 1. Fixing (x,y) ∈ R2, consider next subjecting both sides of this
equation to the limit process where a→∞ and b→∞. The resulting equation is 0− 0 = 1, which is,
of course, satisfied by only (x,y) ∈ ∅. So, from the point of view of [1], the empty set is a degenerate
case of a hyperbola. Notice that the “equate some parameters" method in the first paragraph of (a)
reached the same conclusion.

It is straightforward (but somewhat time-consuming) to carry out a case analysis to investigate
what happens to the equation x2/a2 − y2/b2 = 1 when both sides of this equation are subjected to
a limit process in which a and b each (independently) approach (possibly different) elements of
R∪ {−∞,∞}. One upshot is that no such limit process produces a Cartesian equation of a (subset of
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a) line. This fact stands in contrast to the result in the final paragraph of (a), where it was shown
that the “equate some parameters" method can produce a Cartesian equation of a line (namely, the
y-axis).

On the other hand, notice that if one subjects both sides of the equation x2/a2 − y2/b2 = 1 to the
limit process in which a→ 1 and b→∞, the resulting equation, x2 − 0 = 1, is the equation of a line
(namely, the vertical line given by x = 1, “counted twice"). In this way, the point of view of [1] allows
us to consider a single line as a degenerate case of a hyperbola. However, another straightforward
(and somewhat less time-consuming) case analysis shows that no application of the “equate some
parameters" method (in which some, perhaps all, of the real numbers a, b and c are equated) is able
to produce a Cartesian equation of a single line.

By combining the results of the preceding three paragraphs, one confirms the assertions in the first
sentence of the second paragraph of (b). By returning to the “characterization" theme from Section
3, let us next see (in Section 5) what other (if any) degenerate cases of hyperbolas can be discovered
by carefully examining the implications of a planar figure satisfying the reflection properties of a
hyperbola.

5 Reflection-theoretic characterizations of a hyperbola

This section presents several results giving reflection-theoretic characterizations of various subsets
of a hyperbola. This work includes a deeper analysis of the reflection properties of a hyperbola that
were established in Theorem 4.1. Just as Section 3 began with a result characterizing the top half of
an “east-west" ellipse in standard position (resp., just as Section 3 of [3] began with a characterization
of the top half of a parabola that opens to the right and is in standard position), this section begins
with reflection-theoretic characterizations of the top half of a branch of an “east-west" hyperbola in
standard position.

The statement of Theorem 5.1 makes explicit that each focus of the hyperbola can play the role of
“emitter" or the role of “attractor" in such a characterization. While the statement of Theorem 3.1
included a similar fact about the foci of an ellipse, the elucidation of the correspondingly detailed
information about hyperbolas leads to a longer statement of Theorem 5.1. This situation is unavoid-
able because hyperbolas are intrinsically more complicated than ellipses. Perhaps the most striking
evidence of that fact is the disconnectedness of the branches of a hyperbola. Moreover, although
we used only one figure in Section 2 to depict the reflection properties of an ellipse, it required six
figures (in Section 4) to reveal all the nuances of the reflection properties of a hyperbola.

Note that the reduction to considering hyperbola(-like graph)s in standard position that is as-
sumed in the setting for Theorem 5.1 (and in some, but not all, of the other characterization results
in this section) is done essentially without loss of generality. Indeed, this assertion can be confirmed,
just as the corresponding assertion about ellipses was confirmed four paragraphs before the state-
ment of Theorem 2.1, by appealing to some basic principles of Euclidean geometry about distance
and the measure of undirected angles being invariant under rigid rotation and/or translations of
coordinate axes.

Theorem 5.1. Let 0 < a < c in R, and put b :=
√
c2 − a2. Working in a fixed Euclidean plane, consider

the points F1(−c,0) and F2(c,0). Let f : [a,∞)→R be a function, and let Γ be the graph of f . Suppose
that f is strictly increasing on [a,∞) and differentiable on (a,∞), f

′
(x) , 0 for all x > a, f is continuous

at x = a, and f (a) = 0. For each point P on Γ , let T := TP be a tangential vector to Γ at P . Let H
be the hyperbola with foci F1 and F2 and with semitransverse axis a (and necessarily with semi-
conjugate axis b). Let the branches of H be labeled B1 and B2 in such a way that F1 (resp., F2) is
contained “inside" B1 (resp., B2) in the obvious intuitive sense. Then the following eight conditions
are equivalent:
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(1) f (x) = (ba )
√
x2 − a2 for all x ∈ [a,∞);

(2) Γ is the “top half" of the right-hand branch B2 of the “east-west" hyperbola H;
(3) For each point P on Γ , the angle between TP and

−−−→
P F1 is congruent to the angle between TP and

−−−→
P F2 ;

(4) For each point P on Γ ,
TP ·
−−−→
P F1

|TP | · |
−−−→
P F1 |

=
TP ·
−−−→
P F2

|TP | · |
−−−→
P F2 |

;

(5) If a ray R1 is emitted from F1 and intersects Γ at a point P , then R1 reflects off Γ and as a
result of that reflection, the redirected ray moves along a line which appears to have originated from
F2 (that is, after the reflection, the new direction of the ray is such that its opposite ray would pass
through F2);

(6) If a rayR2 is emitted from F2 and intersects Γ at a point P , thenR2 reflects off Γ and as a result
of that reflection, the redirected ray appears to have originated from F1 (that is, after the reflection,
the new direction of the ray is such that its opposite ray would pass through F1);

(7) If a ray S1 approaches Γ from “outside" Γ along a line of action that passes through (that is,
that would have passed through) F2 then, as a result of intersecting Γ at a point P , the ray is re-
flected/diverted along a new line of action which passes through F1;

(8) If a ray S2 approaches Γ from “inside" Γ along a line of action that passes through (that is,
that would have passed through) F1 then, as a result of intersecting Γ at a point P , the ray is re-
flected/diverted along a new line of action which passes through F2.

Proof. The hypotheses on f ensure that f (x) > 0 whenever x > a; and, hence, that if a point P (x,y) is
on Γ with x > 0, then y > 0. It follows that if P (x,y) is on Γ with x > 0, then P is not F2. Also, P , F1,

since −a < 0 < x. Thus, each of the bound vectors
−−−→
P F1 and

−−−→
P F2 is nonzero. Therefore, the fractions

appearing in the statement of condition (4) are well defined.
We will assume henceforth that P (x,y) is a point on Γ , with coordinates (x,y). Let us consider first

the case where x = a, that is, where P is the vertex V (a,0) of H. By the previous paragraph, V is the
only point on Γ whose second coordinate is 0. We claim that the tangent line to Γ at V is vertical. We
will prove this claim by adapting the reasoning in the second paragraph of Remark 3.2 (a). Since f is
continuous, it will suffice to show that limx→a+ f

′
(x) =∞. We will show this by using the following

fact:

f
′
(x) =

c2 − x2 + y2 +
√

(x2 + y2 + c2)2 − 4c2x2

2xy
(if x > a).

The fact which was just displayed will be proved later in this proof. We assure the reader that this
proof contains no “circular arguments."

As in Remark 3.2 (a), let us examine the secant lines whose limiting position (if it exists) would be
that of the tangent line to Γ at V . The corresponding limit of the slopes of those secant lines is

lim
x→a

f (x)− f (a)
x − a

= lim
x→a+

f (x)− 0
x − a

= lim
x→a+

f
′
(x),

where the last step followed from the general form of L’Hôpital’s Rule (as formulated in [12, Theorem
1]). Next, by appealing to the above formula for f

′
(x) (when x > a), we can reformulate our task as

seeking a proof that

lim
x→a+

c2 − x2 + y2 +
√

(x2 + y2 + c2)2 − 4c2x2

2xy
=∞.

Working in the extended real number system and using the appropriate limit theorems there, we
find this limit to be

c2 − a2 + |c2 − a2|
0+ =

c2 − a2 + (c2 − a2)
0+ =

2(c2 − a2)
0+ =∞,
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as desired. This completes the proof of the above claim (modulo the proof, which will be given soon,
of the formula for f

′
(x) which was used above).

By the above claim, we can take the tangential vector T to Γ at V to be j. Then, as in the proof
of Theorem 3.1, we can use the Principle of Reflection to show that the six conditions (3)-(8) are
all satisfied if P is V (by combining the fact that

−−−→
VF1 and

−−−→
VF2 are horizontal vectors with the

fundamental principle of Euclidean geometry that all right angles are congruent). Therefore, for the
rest of this proof, as we consider the behavior of points P (x,y) on Γ , we can assume that P , V , that
is, that x > 0 (and so y > 0).

Next, we apply our familiar combination of vectorial material (including dot products), the inverse
cosine function and the Principle of Reflection. (A summary of where to find the details of most of
that background methodology can be found in the fourth paragraph of the proof of Theorem 4.1.)
The upshot is that conditions (3), (4), (5), (6), (7) and (8) are equivalent. Theorem 4.1 ensures that
(2) implies some of those of those equivalent conditions, while it is classically known that (1)⇔ (2).
Accordingly, it remains only to prove that if x > 0, then (4) (when predicated for points P (x,y) on Γ
with x > 0) implies both (1) and the above-used formula for f

′
(x).

As in the proof of Theorem 4.1, if P (x,y) is on Γ (with x > 0 and y > 0), then (4) ensures (after we
multiply through by |T |) that

T ·−−−→P F1

|−−−→P F1 |
=
T ·−−−→P F2

|−−−→P F2 |
.

Next, letm denote the slope of the tangent line to Γ at P . Asm = f
′
(x), we can take T = TP = 1 i+m j =

i + f
′
(x) j. We also have

−−−→
P F1 = (−c − x)i− y j,

−−−→
P F2 = (c − x)i− y j,

|−−−→P F1 | =
√

(c+ x)2 + y2 and |−−−→P F2 | =
√

(c − x)2 + y2.

Using the standard formula for dot product, we can now rewrite the above consequence of (4) as

1(−c − x) + f
′
(x)(−y)√

(c+ x)2 + y2
=

1(c − x) + f
′
(x)(−y)√

(c − x)2 + y2
, equivalently, f

′
(x) =

dy

dx
=

(c − x)
√

(c+ x)2 + y2 + (c+ x)
√

(c − x)2 + y2

y[
√

(c+ x)2 + y2 −
√

(c − x)2 + y2]
.

We next summarize how the just-obtained formula for the derivative can be algebraically simpli-
fied to give the earlier-asserted formula for f

′
(x). First, rationalize the denominator of the right-hand

side of the last display; that is, multiply both the numerator and the denominator of that right-hand
side by

√
(c+ x)2 + y2 +

√
(c − x)2 + y2. This leads to an (algebraically) equivalent ODE that can be

algebraically rewritten as (dy)/dx) = [A+B][C +D]/(y4cx), where

A := (c − x)
√

(c+ x)2 + y2, B := (c+ x)
√

(c − x)2 + y2,

C :=
√

(c+ x)2 + y2 and D :=
√

(c − x)2 + y2.

Further algebraic simplification, followed by dividing both the numerator and the denominator of
the then ambient right-hand side by 2c gives

dy

dx
=
c2 + x2 + y2 +

√
(c+ x)2 + y2

√
(c − x)2 + y2

2xy
− x
y
.
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This easily simplifies to
dy

dx
=
c2 − x2 + y2 +

√
(x2 + y2 + c2)2 − 4c2x2

2xy
,

thus proving the earlier-asserted formula for f
′
(x).

The above formula for f
′
(x) is similar to, but not the same as, the corresponding formula in the

proof of Theorem 3.1. This is not surprising, as different types of conic sections could be expected to
have their (different) reflection properties encoded by different ODEs. Nevertheless, since the proof
of Theorem 3.1 (about ellipses) was able to solve its relevant ODE by using the same changes of
variables that had been used in solving the relevant ODE in a result about parabolas [3, Theorem
3.1], let us see whether those same changes of variables will also be useful here, in our attempt to
characterize the reflection properties of (a significant subset of) a hyperbola. Accordingly, we let

w := y2 + c2 + x2 and v := w/x; then, as before,

dw
dx

= 2y
dy

dx
+ 2x.

So, by substituting the just-displayed facts into the above ODE and doing some minor algebraic
rewriting, we get

dw
dx

=
c2 − x2 + y2 +

√
w2 − 4c2x2

x
+ 2x =

c2 + x2 + y2 +
√
w2 − 4c2x2

x
,

whence x
dw
dx

= w+
√
w2 − 4c2x2 (for allx > a).

Therefore
dv
dx

= − w
x2 +

dw
dx

x
= − w

x2 +
w
x +

√
w2−4c2x2

x

x
=

√
w2 − 4c2x2

x2 , and so

dv
dx

=

√
v2 − 4c2

x
for all x > a.

Hence, by separating variables and performing indefinite integration, we have (if x > a) that∫
dv

√
v2 − 4c2

=
∫
dx
x

+K,

with constant of integration K .
According to a table of (indefinite) integrals (specifically, formula 27 on the page opposite the

inside front cover of [9]), if k is any positive real number,∫
dt

√
t2 − k2

= ln(|t +
√
t2 − k2|) +C.

By applying the just-displayed formula (with k := 2c) to the last result of the preceding paragraph,
we get

ln(|v +
√
v2 − 4c2|) = ln(|x|) +K.

Next, exponentiate both sides of the last display, and then rewrite the resulting equation by using
the property that ln(λ/ν) = ln(λ)− ln(ν) for all positive λ and ν. This gives that |(v +

√
v2 − 4c2)/x| is

constant (for all x > a). Therefore, there exists a constant E > 0 such that

v +
√
v2 − 4c2 = Ex whenever x > a.
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Substituting v = w/x into the last display, then multiplying through by x, and then using the defini-
tion of w leads to

y2 + c2 + x2 +
√

(y2 + c2 + x2)2 − 4c2x2 = Ex2 if x > a.

The just-displayed equation has two useful consequences. First, since f (a) = 0, applying the limit-
ing process limx→a+ gives

2c2 = c2 + a2 + |c2 − a2| = c2 + a2 +
√

(c2 − a2)2 =

c2 + a2 +
√

(c2 + a2)2 − 4c2a2 = f (a)2 + c2 + a2 +
√

[f (a)2 + c2 + a2]2 − 4c2a2 =

lim
x→a+

(y2 + c2 + x2 +
√

(y2 + c2 + x2)2 − 4c2x2) = lim
x→a+

Ex2 = Ea2.

It follows that

E =
2c2

a2 =
2(a2 + b2)

a2 = 2 +
2b2

a2 .

To get the second of the above-promised “useful consequences," transpose two terms of the last
equation in the next-to-last paragraph and then square both sides of the resulting equation. This
gives

(y2 + c2 + x2 −Ex2)2 = (y2 + c2 + x2)2 − 4c2x2.

After several additive cancellations, we get the second “useful consequence":

E2x4 − 2Ex4 − 2Ex2y2 − 2Ec2x2 = −4c2x2.

Substituting E = 2+2b2/a2 and c2 = a2 +b2 into the last display leads to an equivalent equation. As
the hypotheses rule out x = 0, we can divide through the last-mentioned equation by −4x2 and also
multiply through that equation by a2, thus producing the equivalent equation

a2b2 = −(b2 +
b4

a2 )x2 + a2y2 + b2y2 + a2(2b2 +
b4

a2 ).

Algebraic simplification then gives the following equivalent equation:

(
b2a2 + b4

a2 )x2 − (a2 + b2)y2 = a2b2 + b4.

Finally, dividing through by (a2 + b2)b2 gives

x2

a2 −
y2

b2 = 1,

whence f (x) = y = (b/a)
√
x2 − a2. The proof is complete.

Since Theorem 3.1 used reflection properties to characterize the upper half of an ellipse in stan-
dard position and Theorem 5.1 used reflection properties to characterize only half of the upper half
of a hyperbola H in standard position, it seems natural to ask if one can use reflection properties to
characterize the “other half" of the upper half of H. Next, Corollary 5.2 gives an affirmative answer
to this question. As some instructors may prefer to interchange the roles of Theorem 5.1 and Corol-
lary 5.2 by covering the latter before the former, some of the proof of Corollary 5.2 will, for the sake
of accessibility (and completeness), repeat some of the material from the proof of Theorem 5.1.
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Corollary 5.2. Let 0 < a < c in R, and put b :=
√
c2 − a2. Working in a fixed Euclidean plane, consider the

points F1(−c,0) and F2(c,0). Let g : (−∞,−a]→ R be a function, and let γ be the graph of g. Suppose that
g is strictly decreasing on (−∞,−a] and differentiable on (−∞,−a), g ′ (x) , 0 for all x < −a, g is continuous
at x = −a, and g(−a) = 0. For each point Q on γ , let U := UQ be a tangential vector to γ at Q. Let H be the
hyperbola with foci F1 and F2 and with semitransverse axis a (and necessarily with semi-conjugate axis b).
Let the branches ofH be labeled B1 and B2 in such a way that F1 (resp., F2) is contained “inside" B1 (resp.,
B2) in the obvious intuitive sense. Then the following eight conditions are equivalent:

(1) g(x) = (ba )
√
x2 − a2 for all x ∈ (−∞,−a];

(2) γ is the “top half" of the left-hand branch B1 of the “east-west" hyperbola H;

(3) For each point Q on γ , the angle between UQ and
−−−→
QF1 is congruent to the angle between UQ and

−−−→
QF2 ;

(4) For each point Q on γ ,

UQ·
−−−→
QF1

|UQ| · |
−−−→
QF1 |

=
UQ·
−−−→
QF2

|UQ| · |
−−−→
QF2 |

;

(5) If a ray R2 is emitted from F2 and intersects γ at a point Q, then R2 reflects off γ and as a result
of that reflection, the redirected ray moves along a line which appears to have originated from F1 (that is,
after the reflection, the new direction of the ray is such that its opposite ray would pass through F1);

(6) If a ray R1 is emitted from F1 and intersects γ at a point Q, then R1 reflects off γ and as a result of
that reflection, the redirected ray appears to have originated from F2 (that is, after the reflection, the new
direction of the ray is such that its opposite ray would pass through F2);

(7) If a ray S2 approaches γ from “outside" γ along a line of action that passes through (that is, that
would have passed through) F1 then, as a result of intersecting γ at a point Q, the ray is reflected/diverted
along a new line of action which passes through F2;

(8) If a ray S1 approaches γ from “inside" γ along a line of action that passes through (that is, that
would have passed through) F2 then, as a result of intersecting γ at a point Q, the ray is reflected/diverted
along a new line of action which passes through F1.

Proof. Define a function f : [a,∞)→ R by f (x) := g(−x) for all x ≥ a. As the chain rule gives f
′
(x) =

−g ′ (−x) for all x > a (and so g
′
(x) = −f ′ (−x) for all x < −a), it follows from the hypotheses on g that

f is strictly increasing on [a,∞) and differentiable on (a,∞), f
′
(x) , 0 for all x > a, f is continuous at

x = a, and f (a) = 0. Hence, by tweaking the reasoning in the first, second and third paragraphs of the
proof of Theorem 5.1, we get the following: g

′
(x) < 0 for all x < −a; if Q(x,y) is any point on γ such

that x < −a, then y > 0 and Q is neither F1 nor F2, so that both
−−−→
QF1 and

−−−→
QF2 are nonzero bound

vectors; and limx→(−a)− g
′
(x) = −∞, whence the tangent line to γ at the point V (−a,0) is vertical.

Thus, by tweaking the reasoning in the second paragraph of the proof of Theorem 3.1, we can use
the Principle of Reflection to show that each of the conditions (3)-(8) holds if the point Q is V .
Accordingly, for the rest of this proof, we can assume, without loss of generality, that any point Q on
γ which is being considered has coordinates (x,y) with x < −a and y > 0.

Next, note that the points Q(x,y) on the graph γ of g are in one-to-one correspondence with the
points P (t,Y ) on the graph Γ of f , via the equations t = −x and Y = y (equivalently, x = −t and y = Y ).
In particular, if one uses the tangential vector

UQ = i + g
′
(x)j = i +mj

to γ at a point Q(x,y) of γ where x < −a and m := g
′
(x) (= −f ′ (−x)), then it would be appropriate to

use the tangential vector
TP = i + f

′
(−x)j = i + (−m)j = i−mj
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at the corresponding point P (−x,y) of Γ . As we also have

−−−→
QF1 = (−c − x)i− y j,

−−−→
QF2 = (c − x)i− y j,

−−−→
P F1 = (−c+ x)i− y j and

−−−→
P F2 = (c+ x)i− y j, it follows that (4) holds if and only if

1(−c − x) +m(−y)
√

12 +m2 ·
√

(−c − x)2 + (−y)2
=

1(c − x) +m(−y)
√

12 +m2 ·
√

(c − x)2 + (−y)2
,

that is, if and only if
c+ x+my√
(c+ x)2 + y2

=
x − c+my√
(c − x)2 + y2

;

and, similarly, that condition (4) of Theorem 5.1 holds if and only if

1(−c+ x) + (−m)(−y)√
12 + (−m)2 ·

√
(−c+ x)2 + (−y)2

=
1(c+ x) + (−m)(−y)√

12 + (−m)2 ·
√

(c+ x)2 + (−y)2
,

that is, if and only if
x − c+my√
(c − x)2 + y2

=
c+ x+my√
(c+ x)2 + y2

.

It is now clear that (4) holds if and only if condition (4) of Theorem 5.1 holds.
We next apply our customary combination of vectorial reasoning and the Principle of Reflection

(along with the fact that cos |(0,π) is a one-to-one function). This is to be done in the spirit of the
appropriate parts of the proofs of Theorems 2.1, 3.1, 4.1 and 5.1; see, especially, the fourth paragraph
of the proof of Theorem 4.1. (Some readers may find it useful to also see the following in [3]: the
first paragraph of the proof of its Theorem 2.1; and the third and fourth paragraphs of the proof of
its Theorem 3.1.) The upshot is that the conditions (3), (4), (5), (6), (7) and (8) are equivalent. It is
also clear that condition (1) is equivalent to condition (1) of Theorem 5.1; and that condition (2) is
equivalent to condition (2) of Theorem 5.1. By combining this information with the final assertion
of the preceding paragraph and the fact that Theorem 5.1 has already been proven, one sees that this
proof of Corollary 5.2 is complete.

Remark 5.3. Throughout the various parts of this remark, it will be convenient to continue using
the following notation from Theorem 5.1 and Corollary 5.2. Let 0 < a < c in R, and put b :=

√
c2 − a2.

Let H be the hyperbola with foci F1 and F2 and with semitransverse axis a (and necessarily with
semi-conjugate axis b); that is, H is the hyperbola with Cartesian equation x2/a2 − y2/b2 = 1.

(a) We next mention two other proofs of Corollary 5.2. The first of these also uses Theorem 5.1 but,
instead of using explicit expansions of dot products (as in the above proof), it uses the “conformal"
point of view that was explained in the first paragraph of Remark 3.2 (c). That point of view would
be applicable because, as we showed above, the slope of the tangent line to γ at Q is the negative
of the slope of the tangent line to Γ at P . (It is interesting to note that the just-mentioned point of
view also appeared in our reflection-theoretic study of parabolas: see [3, Remark 3.2 (c)].) The sec-
ond alternative proof of Corollary 5.2 does not use Theorem 5.1 but, instead, essentially repeats that
proof as adjusted for the context of Corollary 5.2. While this second alternative proof is longer than
the first alternative proof, its use in a classroom would emphasize the fact that the left-hand branch
of H is just as important as the right-hand branch of H. Depending on the level of the audience,
an instructor could then go on to obtain Theorem 5.1 as a corollary of (the independently proved)
Corollary 5.2 and/or to discuss a relevant notion of “isomorphism".
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(b) Let f and Γ be as in Theorem 5.1, and let g and γ be as in Corollary 5.2. Assume also that
g(x) = f (−x) for all x < a; equivalently, that f (x) = g(−x) for all x > a. Let G := Γ ∪ γ . One can obtain
17 characterizations of the top half of H by stating the equivalence of the following conditions: (i) G
is the top half of H; (ii)-(ix) are the (equivalent) conditions (1)-(8) of Theorem 5.1; and (x)-(xvii) are
the (equivalent) conditions (1)-(8) of Corollary 5.2.

(c) The changes of variables given by (x,y) ↔ (t,Y ) := (x,−y) can be used to convert the charac-
terizations of the upper part of the right- (resp., left-)hand branch of H in Theorem 5.1 (resp., in
Corollary 5.2) into characterizations of the lower part of the right- (resp., left-)hand branch of H.
Details of the proofs of these two assertions are left to the reader, as the reasoning in the proof of
Remark 3.2 (b) (which was a result about a subset of an ellipse) carries over, mutatis mutandis, to the
present context (even though that concerns results about a subset of a hyperbola).

(d) In the spirit of (b), we next point out that the two results which were given in (c) can be
combined to produce 17 characterizations of the bottom half of H. The key addition to this “com-
bination" of results is to specify that the functions, say h1 and h2, whose respective graphs are re-
lated to the bottom half of the left- (resp., right-)hand branch of H in the two assertions in (c) are
now also to be assumed to satisfy h1(x) = h2(−x) for all x < −a (equivalently, h2(x) = h1(−x) for all
x > a). Details are left to the reader. It is interesting that the relevant changes of variables, given by
(x,y)↔ (t,Y ) := (−x,y), have already been useful in the proofs of Theorem 3.1 and Corollary 5.2.

(e) In the spirit of (b) and (d), we point out that Theorem 5.1 can be combined with the first as-
sertion in (c) to produce characterizations of the right-hand branch ofH. Details are left to the reader.

(f) In the spirit of (b), (d) and (e), we point out that Corollary 5.2 can be combined with the second
assertion in (c) to produce characterizations of the left-hand branch of H. Details are left to the
reader. The remark is complete.

It seems natural to ask if there occasionally exists an alternative to the “combining of results"
approach that was used in the proofs of parts (b), (d), (e) and (f) of Remark 5.3. In particular, with
respect to Remark 5.3 (e)-(f), one can ask the following. Is there a “one-step" method to obtain
characterizations of a branch of a hyperbola? Theorem 5.4 gives an affirmative answer, by using the
“x as a function of y" point of view to derive such characterizations of the right-hand branch of an
east-west hyperbola H that is in standard position (that is, with foci on the x-axis and center at the
origin). Interested readers are invited to adapt Theorem 5.4 to give a “one-step" method to obtain
characterizations of the left-hand branch of H. Instructors who use [3, Remarks 2.2 (c) and 3.2 (d)]
in their courses may find Theorem 5.4 (and the preceding sentence) to be useful for either lectures
or homework/examinations.

Theorem 5.4. Let 0 < a < c in R, and put b :=
√
c2 − a2. Working in a fixed Euclidean plane, consider

the points F1(−c,0) and F2(c,0). Let H be the hyperbola with foci F1 and F2 and with semitransverse
axis a (and necessarily with semi-conjugate axis b). Let λ : R→ [a,∞) be a function, with γ denoting
the graph of the equation x = λ(y). Suppose that λ is differentiable on (−∞,0)∪ (0,∞), continuous at
y = 0, strictly decreasing on (−∞,0) and strictly increasing on (0,∞). Suppose also that λ(0) = a and
λ
′
(y) , 0 whenever y , 0. For each point Q on γ , let U := UQ be a tangential vector to γ at Q. Then

the following eight conditions are equivalent:
(1) λ(y) = ( ab )

√
y2 + b2 for all y ∈ (−∞,0)∪ (0,∞);

(2) γ is the right-hand branch of the “east-west" hyperbola H;

(3) For each point Q on γ , the angle between UQ and
−−−→
QF1 is congruent to the angle between UQ

and
−−−→
QF2 ;
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(4) For each point Q on γ ,

UQ·
−−−→
QF1

|UQ| · |
−−−→
QF1 |

=
UQ·
−−−→
QF2

|UQ| · |
−−−→
QF2 |

;

(5) If a ray R1 is emitted from F1 and intersects γ at a point Q, then R1 reflects off γ and as a
result of that reflection, the redirected ray moves along a line which appears to have originated from
F2 (that is, after the reflection, the new direction of the ray is such that its opposite ray would pass
through F2);

(6) If a rayR2 is emitted from F2 and intersects γ at a pointQ, thenR2 reflects off γ and as a result
of that reflection, the redirected ray appears to have originated from F1 (that is, after the reflection,
the new direction of the ray is such that its opposite ray would pass through F1);

(7) If a ray S1 approaches γ from “outside" γ along a line of action that passes through (that is,
that would have passed through) F2 then, as a result of intersecting γ at a point Q, the ray is re-
flected/diverted along a new line of action which passes through F1;

(8) If a ray S2 approaches γ from “inside" γ along a line of action that passes through (that is,
that would have passed through) F1 then, as a result of intersecting γ at a point Q, the ray is re-
flected/diverted along a new line of action which passes through F2.

Proof. Let us first examine what can be learned if the condition (4) is assumed to hold at each point
Q on γ whose second coordinate is nonzero. Consider any such point Q with coordinates (x,y) =
(λ(y), y) where y , 0. Put m := λ

′
(y). We can take the tangential vector U := UQ to be m i + j. Since

−−−→
QF1 = (−c − x)i + (0− y)j and

−−−→
QF2 = (c − x)i + (0− y)j,

it follows easily from (4) that

m(−c − x) + 1(0− y)√
(−c − x)2 + (0− y)2

=
m(c − x) + 1(0− y)√

(c − x)2 + (0− y)2
, whence

dx
dy

= λ
′
(y) =m =

y[
√

(c+ x)2 + y2 −
√

(c − x)2 + y2]

(c+ x)
√

(c − x)2 + y2 + (c − x)
√

(c+ x)2 + y2
.

This formula ensures that m , 0 (essentially because c + x cannot be equal to either c − x or x − c).
Consequently,

1

(dxdy )
=

(c+ x)
√

(c − x)2 + y2 + (c − x)
√

(c+ x)2 + y2

y[
√

(c+ x)2 + y2 −
√

(c − x)2 + y2]
(if y , 0).

We have seen the right-hand side of the just-displayed formula before – in the proof of Theorem 5.1,
where (something algebraically equivalent to) it was the formula for a certain derivative. To connect
that work with the present context, we need to pause and consider a certain inverse function, in
preparation for an application of the Inverse Function Theorem.

The hypotheses ensure that λ
′
(y) < 0 if y < 0; λ

′
(y) > 0 if y > 0; and λ(y) = a if and only if y = 0.

Those hypotheses also imply that the function

λ1 := λ|[0,∞)

is strictly increasing and, hence, has an inverse function. It will be convenient to consider the func-
tion h := λ−1

1 . Of course, the range of h is [0,∞) (since that is the domain of λ1). We claim, and we will
prove, that the domain of h is [a,∞); equivalently, that the range of λ1 is [a,∞). Since λ1 is a strictly
increasing continuous function and λ1(0) = a, it follows from the Intermediate Value Theorem (for
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continuous functions) that this claim is also equivalent to the assertion that limy→∞ λ(y) = ∞. The
proof of this fact will use the above formula for λ

′
(y) (for all y , 0).

This paragraph is the result of lightly editing a comment that was made at a similar stage of our
study of parabolas in [3]. The details which are involved in proving the above claim are somewhat
predictable, admittedly tedious at some points, and (in my opinion) necessary if one is to compete a
proof of Theorem 5.4 having started from the “x as a function of y" point of view.

Suppose the above claim fails. Then there exists a unique least real number M such that λ(y) ≤M
for all y ≥ 0. The assumptions ensure that M > a. Since λ1 is a continuous function whose domain is
the interval [0,∞), it follows from the Intermediate Value Theorem that the range of λ1 is necessarily
an interval, say J . Let J∗ denote the corresponding closed interval (that is, the topological closure of
J in R). The left-hand endpoint of J∗ is a, and a ∈ J . As λ1 is strictly increasing and continuous, it
is easy to see that the right-hand endpoint of J∗ must be M and that M < J . Thus, the range of λ1 is
[a,M). Next, since λ is strictly monotonic and differentiable on the open interval (0,∞) and λ

′

1(y) , 0
for all y > 0, it follows from the version of the Inverse Function Theorem in [11, Theorem II, page 70]
that (λ−1

1 =) h is strictly monotonic and differentiable on the open interval (a,M) and that

h
′
(x) =

dy

dx
=

1

λ
′
1(y)

for all x ∈ (a,M).

Thus, by the above formula for 1/λ
′

1(y) (for all y > 0),

h
′
(x) =

(c+ x)
√

(c − x)2 + y2 + (c − x)
√

(c+ x)2 + y2

y[
√

(c+ x)2 + y2 −
√

(c − x)2 + y2]
(if a < x <M).

Therefore, by some algebraic simplification that was done in the proof of Theorem 5.1,

h
′
(x) =

c2 − x2 + y2 +
√

(x2 + y2 + c2)2 − 4c2x2

2xy
if a < x <M.

Hence, by the proof of Theorem 5.1,

(y =)h(x) = (
b
a

)
√
x2 − a2 whenever a < x <M.

So, each value of y in the domain of λ1 satisfies y < (b/a)
√
M2 − a2. Since the domain of λ1|(0,∞)

is (0,∞), we have found the desired contradiction. This completes the proof of the claim that
limy→∞ λ(y) = ∞; equivalently, that the range of λ1 is [a,∞); equivalently, that the domain of h is
[a,∞).

Under the still-prevailing assumption that (4) holds at each point on γ whose second coordinate
is nonzero, we have, by the mildest tweaking of the reasoning in the preceding paragraph, that

(y =)h(x) = (
b
a

)
√
x2 − a2 whenever x ∈ (a,∞).

Equivalently [although we will choose not to use this next fact for a while],

λ1(y) = x =
√
x2 = (

a
b

)
√
y2 + b2 whenever y > 0.

The first equation in this paragraph also holds at x = a since h(a) = 0 (that is, since λ1(0) = λ(0) = a).
It follows that h is continuous (on its domain, [a,∞)). Also, more mild tweaking of the reasoning in
the preceding paragraph shows that h is diffferentiable on (a,∞), with

h
′
(x) =

c2 − x2 + y2 +
√

(x2 + y2 + c2)2 − 4c2x2

2xy
if x ∈ (a,∞);
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and that if y > 0, then

dx
dy

= λ
′
(y) = λ

′

1(y) =
2xy

c2 − x2 + y2 +
√

(x2 + y2 + c2)2 − 4c2x2
.

Next, working in the extended real number system, we get

lim
y→0+

λ
′
(y) = lim

y→0+
λ
′

1(y) =

lim
y→0+

2xy

c2 − x2 + y2 +
√

(x2 + y2 + c2)2 − 4c2x2
=

2a · 0+

c2 − a2 + 02 +
√

(a2 + 02 + c2)2 − 4c2a2
=

0+

c2 − a2 + |a2 − c2|
=

0+

2(c2 − a2)
= 0+;

that is, to use a common turn of phrase, this limit is reached as “0 through positive values". (Since
λ1 is continuous, one interesting consequence is that λ

′

1 is continuous at y = 0. Indeed, when one
combines the definition of λ

′

1(0) with the formulation of L’Hôpital’s Rule in [12], one now gets easily
that λ

′

1(0) = limδ→0+ λ
′

1(δ) = 0.) Therefore, by combining the Inverse Function Theorem and limit
theorems,

lim
x→a+

h
′
(x) =

1
limy→0+ λ′ (y)

=
1

0+ =∞.

As we proved above that h is continuous, it follows that the graph of h has a vertical tangent line at
the point (a,0); that is, γ has a vertical tangent line at (a,0).

Next, continuing to work under the above prevailing assumption, consider the function λ2 :=
λ|(−∞,0) : (−∞,0)→ [a,∞). By slightly adjusting the above reasoning to fit the present context, one
can prove all of the following information. The function λ2 is strictly decreasing and, hence, has an
inverse function. Let k denote that inverse function. Of course, the range of k is (−∞,0]. Moreover,
the domain of k is [a,∞); equivalently, the range of λ2 is [a,∞). The earlier formula for λ

′

1(y) (for y > 0)
also holds for λ

′

2(y) (when predicated for y < 0). That formula, together with the the Intermediate
Value Theorem and the facts that λ2 is a strictly decreasing continuous function with λ2(0) = a, can
be used to prove that limy→−∞ λ(y) = limy→−∞ λ2(y) = ∞. The earlier formula for h

′
(x) (for x > a)

also holds for k
′
(x) (for x > a). As in the proof of Theorem 5.1, y := k(x) satisfies x2/a2 − y2/b2 = 1. It

follows that

k(x) = y = −
√
y2 = −(

b
a

)
√
x2 − a2 whenever x ∈ (a,∞), and

λ2(y) = x =
√
x2 = (

a
b

)
√
y2 + b2 whenever y < 0.

The earlier formula for λ
′

1(y) (for y > 0) also holds for λ
′

2(y) (for y < 0). Working in the extended real
number system, one can prove that

lim
y→0−

λ
′
(y) = lim

y→0−
λ
′

2(y) =
0−

2(c2 − a2)
= 0−;

that is, this limit of 0 is “reached through negative values". It then follows from the Inverse Function
Theorem and limit theorems that

lim
x→a+

k
′
(x) =

1

limy→0− λ
′
2(y)

=
1
0−

= −∞.
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Thus, the graph of k has a vertical tangent line at the point (a,0) (and we see once again that γ has a
vertical tangent line at (a,0)). Also, λ

′

2 is continuous at y = 0, with limδ→0− λ
′

2(δ) = 0.
Continuing to work under the above prevailing assumption, we next show that each of the con-

ditions (3)-(8) holds at the (vertex) point Q = V (a,0). This can be done essentially as in the fourth
paragraph of the proof of Theorem 5.1. (In detail: the above proofs that γ has a vertical tangent line
at V allow us to take the tangential vector UV at V to be j. Then one uses the Principle of Reflection

to show that the six conditions (3)-(8) are all satisfied when Q = V , by combining the fact that
−−−→
VF1

and
−−−→
VF2 are horizontal vectors with the principle that all right angles are congruent). Next, recall

that the hypotheses ensured that λ(y) = a if and only if y = 0; and, of course, the point (a,0) is on the
hyperbola H. Therefore, for the rest of this proof, as we consider the behavior of points Q(x,y) on γ ,
we can assume that Q , V , that is, that x > a (and so y , 0).

We next apply our customary combination of vectorial reasoning and the Principle of Reflection
(along with the fact that cos |(0,π) is a one-to-one function). This combination can be used to show that
the conditions (3), (4), (5), (6), (7), and (8) are equivalent. Moreover, (1)⇒ (2) because of the classical
Cartesian equation for H; and (2)⇒ (3) by Theorem 4.1. Next, note what we have called “the above
prevailing assumption" was simply the assumption that condition (4) holds for all points Q other
than V on γ . Therefore, the reasoning which ended two paragraphs ago (which, inter alia, gave
formulas for λ1(y) and λ2(y)) has served to establish that (4)⇒ (1). This completes the proof.

Remark 5.5. (a) It would be reasonable to maintain that a wholeheartedly “x as a function of y" ap-
proach to a proof of Theorem 5.4 would have included an independent solution of the ODE involving
λ
′
(y) (at least for y > 0). Instead, the above proof of Theorem 5.4 appealed to the Inverse Function

Theorem (for real-valued functions of one real variable) and to the solution of the ODE which figured
in the proof of Theorem 5.1. Any readers who would wish to have a proof of Theorem 5.4 that avoids
those two appeals are invited to devise such a proof. For that enterprise, I suggest that it would to
helpful to use the variables w and v (or other variables closely related to them) which figured in the
solution of the ODE in the proof of Theorem 5.1 (and in the solutions of other ODEs in the proofs of
Theorem 3.1 and [3, Theorem 3.1]).

(b) As an alternative to Remark 5.3 (f), we next observe that one can combine the method of proof
of Corollary 5.2 with Theorem 5.4 in order to obtain reflection-theoretic characterizations of the left-
hand branch of an east-west hyperbolaH that is in standard position. Indeed, the changes of variable
(x,y)↔ (t,Y ) := (−x,y) can be used to convert the characterizations of the right-hand branch of H in
Theorem 5.4 into characterizations of the left-hand branch of H. The remark is complete.

Next, we give this section’s strongest reflection-theoretic characterization result. It is a companion
for some results on parabolas [3, Remark 3.2 (e) and Appendix] and the above Remark 3.2 (d) about
ellipses. The gist of Theorem 5.6 is that any nontrivial hyperbolic arc (no matter how “tiny" it may
be) can reveal the unique hyperbola of which it is a subset and a Cartesian equation for that hyper-
bola. For simplicity (but with no loss of generality), we will address, in the spirit of Theorem 5.1,
a (potentially) hyperbolic arc which is a subset of the first quadrant. To facilitate the statement of
condition (2) in Theorem 5.6 (a), we will adopt the convention here that if x is a positive real number,
then the point (x,0) is considered to be in the first quadrant. As usual, if α ∈ R and β =∞, it will be
convenient to take [α,β] (resp., (α,β]; resp., x ≤ β) to mean [α,∞) (resp., (α,∞); resp., x <∞).

Theorem 5.6. Let 0 < a < c in R, and put b :=
√
c2 − a2. Let a ≤ α < β ≤ ∞. Working in a fixed

Euclidean plane, consider the points F1(−c,0) and F2(c,0). Let f : [α,β]→ R be a function, and let Γ
be the graph of f . Suppose that f is strictly increasing on [α,β) and differentiable on (α,β), f

′
(x) , 0

for all x ∈ (α,β), f is continuous at x = α (and at x = β if β ∈ R), and f (t1) > 0 for some t1 ∈ (α,β).
Suppose also that F2 is not on Γ and that Γ has a tangent line at x = α. For each point P on Γ ,
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let T := TP be a tangential vector to Γ at P . Let H be the hyperbola with foci F1 and F2 and with
semitransverse axis a (and necessarily with semi-conjugate axis b). Then:

(a) The following two conditions are equivalent:
(1) For each point P on Γ ,

TP ·
−−−→
P F1

|TP | · |
−−−→
P F1 |

=
TP ·
−−−→
P F2

|TP | · |
−−−→
P F2 |

;

(2) Γ is a (necessarily connected) subset of a (necessarily uniquely determined) hyperbola Hwith
foci F1 and F2 (and, necessarily, Γ is a subset of the first quadrant).

(b) Suppose that the equivalent conditions in (a) hold. Then H is a hyperbola with foci F1 and F2
whose right-hand x-intercept a∗ satisfies 0 < a∗ ≤ α and

f (x) = (

√
c2 − (a∗)2

(a∗)2 )
√
x2 − (a∗)2 for all x such that α ≤ x ≤ β.

(c) Suppose that the equivalent conditions in (a) hold, with H and a∗ as in (a) and (b). Then the
following three conditions are equivalent:

(i) H =H;
(ii) a∗ = a;
(iii) There exists a point Q on Γ such that d1(Q)− d2(Q) = 2a.

Proof. (a) (2)⇒ (1): As explained in the fifth paragraph of the proof of Theorem 5.1, this implication
follows from the proof of Theorem 4.1.

(1)⇒ (2): Assume (1). Let us next consider points P (x,y) on Γ such that α < x < β. We claim that
it follows, as in the proof of Theorem 5.1, that there exists a constant E > 0 such that

y2 + c2 + x2 +
√

(y2 + c2 + x2)2 − 4c2x2 = Ex2 (if α < x < β).

To prove this claim, note that the just-referenced part of the proof of Theorem 5.1 used (indefinite)
integration over a closed subinterval of (α,β) of finite length. So, that earlier material does prove that
if α < β1 < β2 < β, then there exist constants E1 > 0 and E2 > 0 such that the last-displayed equation
holds for E = E1 (resp., for E = E2) and all x such that α < x < β1 (resp., and all x such that α < x < β2).
Since x∗ := (α + β1)/2 satisfies α < x∗ < β1 and α < x∗ < β2, we get E1(x∗)2 = E2(x∗)2. As (x∗)2 , 0, it
follows that E1 = E2, and the claim now follows easily.

We have
y2 + c2 + (1−E)x2 = −

√
(y2 + c2 + x2)2 − 4c2x2 if α < x < β.

Taking x to be the above x∗ shows that E , 1 (for otherwise, we would have the contradiction that
the left-hand side of the just-displayed equation is positive while right-hand side of that equation
is not positive). Next, squaring both sides of the last-displayed equation leads, after some algebraic
rewriting, to

(1−E2)x4 + 2(1−E)x2y2 + 2y2c2 + 2(1−E)c2x2 =

x4 + 2x2y2 + 2y2c2 + 2c2x2 − 4c2x2 if α < x < β.

Rewriting and simplifying the just-displayed equation gives (with some effort) the following equiva-
lent equation:

−2Ex2y2 = E(2−E)x4 + (2E − 4)c2x2 if α < x < β.

As each of the relevant values of x is nonzero, dividing through by x2 gives the following equivalent
equation:

−2Ey2 = E(2−E)x2 + 2(E − 2)c2 if α < x < β.
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Consequently E , 2, for otherwise, we would have −2Ey2 = 0, whence y2 = 0 for all x ∈ (α,β), which
is a contradiction since f is not an identically zero function. (We could also have obtained a contra-
diction from the hypothesized existence and behavior of t1.)

Next comes the key symbolic step in this proof. By taking

A :=
2c2

E
and B :=

(E − 2)c2

E
,

we can rewrite the last displayed equation in the last paragraph as

x2

A
−
y2

B
= 1 for all x such that α < x < β.

Moreover, since f is assumed continuous at α (and at β, if β ∈ R), the just-displayed equation also
holds if x = α (and at x = β, if β ∈ R). Also, observe that A > 0, B , 0 and A + B = c2. So, if B > 0,
the last display would give (2). Therefore, to get (2), we need only obtain a contradiction from the
supposition that B < 0.

Suppose that B < 0. It follows that 0 < E < 2. Moreover, by considering the positive real numbers

a∗ :=
√
A =

√
2
E
c and b� :=

√
−B =

√
(
2−E
E

)c,

we can rewrite the last displayed equation in the preceding paragraph as

x2

(a∗)2 +
y2

(b�)2 = 1 for all x such that α < x < β.

The last-displayed equation is (if one temporarily ignores its restrictions on x) that of an east-west
ellipse, say E, with center at the origin, semi-major axis a∗ and semi-minor axis b�. Put

c∗ :=
√

(a∗)2 − (b�)2.

The foci of the ellipse E are the points (−c∗,0) and (c∗,0). Also, since

(c∗)2 = (a∗)2 − (b�)2 = A− (−B) = A+B = c2,

we have (c∗)2 = c2, whence c∗ = c. Therefore, the foci of the ellipse E are F1 and F2. Next, consider any
point P (x,y) on Γ such that α < x < β. As P is on E, it follows from the seventh paragraph of Section
2 (see also the first sentence of the proof of Theorem 2.1) that

TP ·
−−−→
P F1

|TP | · |
−−−→
P F1 |

= − TP ·
−−−→
P F2

|TP | · |
−−−→
P F2 |

.

In conjunction with the hypothesis that (1) holds, the just-displayed equation implies that

TP ·
−−−→
P F1 = 0 = TP ·

−−−→
P F2 .

In other words, the nonzero vectors
−−−→
P F1 and

−−−→
P F1 are each perpendicular to the (nonzero tangential)

vector TP . Hence, by fundamental principles of Euclidean geometry,
−−−→
P F1 and

−−−→
P F1 are parallel vec-

tors such that the points P , F1 and F2 are collinear. Therefore, the point P , with coordinates (x,f (x)),
is on the x-axis for every x such that α < x < β. Since f was assumed to be strictly increasing on
[α,β), we have found the desired contradiction. (We could also have obtained a contradiction in the
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following two other ways: from the hypothesis that f
′
(x) , 0, together with an appeal to the Mean

Value Theorem; or from the hypothesized existence and behavior of t1.) This completes the proof
that (1) implies the non-parenthetical part of the statement of (2).

It remains to justify the three parenthetical pieces of the statement of condition (2). The first of
these pieces is easily explained, as any continuous image of a connected topological space must be
connected. We turn next to the justification of the second piece (namely, that Γ cannot be a subset of
two distinct hyperbolas each of which has foci F1 and F2). In fact, more is true. To wit: if H1 and H2
are hyperbolas with the same foci F1(−c,0) and F2(c,0) and there exists a point Q that is on both H1
and H2, then H1 = H2. To prove this fact, let a�1 (resp., a�2) be the semitransverse axis of H1 (resp., of
H2). Since Q is on H1 (resp., on H2),

|d1(Q)− d2(Q)| = 2a�1 (resp., |d1(Q)− d2(Q)| = 2a�2),

whence 2a�1 = 2a�2, and so a�1 = a�2. Let b�1 (resp., b�2) be the semi-conjugate axis of H1 (resp., of H2).
Then

b�1 =
√

(a�1)2 − c2 =
√

(a�2)2 − c2 = b�2.

So, H1 and H2 have the same Cartesian equation, x2/(a�)2 − y2/(b�)2 = 1, where a� := a�1 (= a�2) and
b� := b�1 (= b�2). Consequently, H1 = H2, as asserted.

It remains to justify the third parenthetical piece of the statement of (2) (namely, that Γ is a subset
of the first quadrant). Recall from (2) that the graph of f (namely, Γ ) is a subset of a hyperbola H
which has foci F1(−c,0) and F2(c,0), with c > 0. Since the domain of f is [α,β] and α > 0, our knowl-
edge of the graphs of east-west hyperbolas such as H ensures that Γ is a subset of the right-hand
branch of H, whence Γ is a subset of the union of the first quadrant and the fourth quadrant. How-
ever, the hypothesis that f is strictly increasing on [α,β) implies (again, because of our knowledge
of the graphs of hyperbolas such as H) that the only possible fourth-quadrant point on Γ is (α,0),
and a notational convention announced prior to the statement of the present result that any point
with such coordinates is to be considered in the first quadrant. Therefore, Γ is a subset of the first
quadrant. This completes the proof that (1) implies (all of) (2). This completes the proof of (a).

(b) Let H be the hyperbola satisfying condition (2) in (a). Let a∗ be the semitransverse axis of H.
The assertion follows by combining the following six facts: the foci of H are (−c,0) and (c,0) (with
c > 0); a Cartesian equation of H is

x2

(a∗)2 −
y2

c2 − (a∗)2 = 1;

H is the only such hyperbola containing Γ as a subset; Γ is a subset of the first quadrant; the right-
hand x-intercept of H is a∗; and Γ is the graph of a function f whose domain is [α,β] where a ≤ α < β
(≤∞).

(c) Note that H and H are each hyperbolas with the foci F1(−c,0) and F2(c,0). (In other words,
these foci are determined by the same value of the parameter c > 0 for both H and H.) Recall that in
the Euclidean plane R

2, any hyperbola H with this same pair of foci and semitransverse axis some
positive real number a� is given by

H = {P ∈R2 | |d1(P )− d2(P )| = 2a�}.

Thus, it is clear that for a fixed value of c, the correspondence described byH ↔ a� is a bijection. The
equivalence (i)⇔ (ii) is now immediate.

(iii) ⇒ (i). Assume (iii). By the preceding paragraph, Q is on H. However Q is also on Γ and,
by condition (2), Γ ⊂ H. As Γ is nonempty, so is H∩H. Therefore, by the above proof of the second
parenthetical piece of the statement of condition (2), H =H, as desired.
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(i)⇒ (iii): Assume (i); that is, H =H. Pick x ∈ (α,β), and consider the point Q(x,f (x)). Note that Q
is on Γ and (once again) that Γ ⊂ H. Hence, Q is on H. Hence, Q is on H. So, by the first paragraph of
this proof, Q satisfies |d1(P )− d2(P )| = 2a, as desired. The proof is complete.

We close with three remarks. Remark 5.7 collects some comments stimulated by the proof of
Theorem 5.6. Remark 5.8 identifies some degenerate cases of hyperbolas, in the spirit of Remark 3.2
(f)-(g) and [3, Remark 3.2 (g)]. Remark 5.9 provides some final reflections.

Remark 5.7. (a) The list of hypotheses in the statement of Theorem 5.6 was intentionally redundant.
In detail, consider the following four hypotheses in that result: Γ has a tangent line at x = α; F2
is not on Γ ; f is strictly increasing on [α,β); and f (t1) > 0 for some t1 ∈ (α,β). The first two of
these hypotheses were included out of an abundance of caution. Indeed, the proof used a reflection-
theoretic equation involving dot products and tangential vectors that was predicated for an arbitrary
point P of Γ , and that equation would be meaningless if the tangent line does not exist at a point
P on Γ if either the x-coordinate of P is α or P = F2. Even though the actual proof of Theorem 5.6
did not use that equation in either of those two cases, those two hypotheses were included in order
to lighten the burden of readers. I have found that reliable authors sometimes include redundant
hypotheses for a similar reason, while tacitly expressing confidence that an able reader could be
expected to sharpen the statement of the result (via his/her understanding of the offered proof) if
and when the need to do so may arise in the future. (Besides, removing either of those two hypotheses
would have created fewer parallels between the statement of Theorem 5.6 and the statements of some
earlier named results, reestablishing those parallels would have then required clumsier restatements
of those earlier results, and I believe that each of those outcomes would have added to a reader’s
burden.) The third of the above-mentioned hypotheses is not redundant, as it was used twice in the
proof of Theorem 5.6; to be more specific, it was used at the end of the fifth paragraph of the proof of
Theorem 5.6 and, in order to prove that Γ is a subset of the first quadrant, it was also used at the end
of the proof of Theorem 5.6 (a). The fourth of the above hypotheses is logically redundant, as its only
use in the proof of Theorem 5.6 was as an alternative to the above-mentioned first use of the third
hypothesis. I would defend the inclusion of the fourth hypothesis because an individual seeking to
apply Theorem 5.6 may find it easier to check that his/her data admit a point t1 with the asserted
behavior rather than having to check that a function under consideration is strictly increasing over
an entire interval. Any readers who would prefer to have a sharper statement of Theorem 5.6 are
hereby invited to delete its hypothesis concerning t1.

On the other hand, one may wonder whether the list of hypotheses that was stated in Remark
3.2 (d) (which was a result about certain elliptic arcs) is incomplete. Here are two possible causes
for concern in that regard: that list did not explicitly state that neither F1 nor F2 is on Γ ; and that
list did not explicitly state that if β = a, then there exists a tangent line to Γ at the point (a,0).
These concerns are possibly only heightened by the following two facts: the statement of the relevant
result in Remark 3.2 (d) used a hypothesis about a tangential vector to Γ at an arbitrary point P
on Γ and that hypothesis involved an equation (which encoded a reflection-theoretic property) that
would be meaningless if the point P under consideration were either F1 or F2. I would address
(I do not say “counter" here) these concerns as follows. The actual proof that was given for that
result in Remark 3.2 (d) did not use the equation in question if the x-coordinate of P is the endpoint
at issue, and so the possible existence of a tangent line to Γ at that point was irrelevant to that
proof. These observations reflect my view that one can occasionally omit a hypothesis in stating
a remark (as opposed to a named theorem, corollary, etc.) if a reader can be reasonably assumed
to infer that unstated hypothesis from the assumed meaningfulness of another (stated) hypothesis.
I understand that some readers may object to what they may regard as a lax attitude here toward
rigor in remarks (in distinction to my defense, in the preceding paragraph, of the occasional use of
redundant hypotheses in the statement of named/numbered results). As I have said before, there is
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nothing to be gained (except, possibly, good will) in arguing about matters of taste or style. So, any
readers with concerns of the kind which I just addressed are invited to add the two just-mentioned
hypotheses to the list of assumptions for the relevant result in Remark 3.2 (d).

In comparing the statement of Theorem 5.6 with the statements of some of the other results here
that presented a list of equivalent conditions, one is struck by how relatively few equivalent con-
ditions are listed in the statement of Theorem 5.6 (a). That discrepancy could be easily remedied.
Indeed, if one wished to emulate the statements of (implicitly or explicitly) characterization results
such as Theorem 3.1, Remark 3.2 (b), Theorem 5.1, Corollary 5.2 and Theorem 5.4, one could aug-
ment the statement of Theorem 5.6 (a) with a huge list of variants, that is, of additional conditions
which are equivalent to conditions (1) and (2) in Theorem 5.6 (a). To be more specific: one could add
versions of condition (3) and conditions (5)-(8) from Theorem 5.1 and Corollary 5.2, as our usual
vectorial methods (combined with the Principle of Reflection and the strictly monotonic behavior of
the function cos |[0,π]) would show that each of those versions is equivalent to condition (1) in The-
orem 5.6 (a). One could then essentially double the list of equivalent conditions by adding variants
obtained by revising the just-mentioned versions by deleting any mention of any unused assump-
tions about the existence or behavior of tangent lines at certain points on the graph of the function f
corresponding to certain endpoints of the domain of f . Moreover, one could also alter the statement
of Theorem 5.6 by varying its list of hypotheses. For instance, we explained two paragraphs ago that
the hypothesis concerning t1 is redundant. The list of equivalent conditions in such an enhancement
of the statement of Theorem 5.6 (a) would be much longer than the lists of 17 equivalent conditions
that were mentioned in parts (b) and (d) of Remark 5.3. In such situations, an author and his/her
readers must decide whether a rather long list of equivalent conditions (or of variant results) would
be of greater use (for theoretical and/or applied purposes, at once or eventually) than a shorter list.
My decision in this regard for Theorem 5.6 can be seen above. Any interested readers are invited to
use the above comments to formulate variants of the above statement of Theorem 5.6.

Despite what may have seemed like a minimalist’s comment at the end of the preceding para-
graph, I would like to add the following. By providing different formulations/variants of his/her
mathematical results, an author allows for the possibility that some reader(s) may perceive oppor-
tunities for applications which the author had not foreseen (perhaps because those applications are,
frankly, outside the area of expertise of the author). Of course, I am referring here to “applications"
in the broadest possible sense: not only to mathematics per se, but also to other socially beneficent
areas, such as engineering, architecture, medicine, data transfer, etc.). It would be wonderful if some
enterprising scientist could devise some new real-world ways to use some of the degenerate conic
sections that are studied in this paper and in [3] in connection with reflection-theoretic properties.

(b) A constant denoted by E > 0 has played important roles in the proofs of Theorems 5.1 and 5.6
(a). Recall from the proof of Theorem 5.1 that the value of E was shown to be

E = 2 +
2b2

a2 (=
2(a2 + b2)

c2 =
2c2

a2 )

if condition (4) of Theorem 5.1 and the hypotheses of Theorem 5.1 all hold. Those hypotheses in-
cluded 0 < a < c in R, b :=

√
c2 − a2, and certain conditions on a given function f : [a,∞) → R.

Consider the following: Theorem 5.6 is plainly a generalization of Theorem 5.1; and the hypothe-
ses of Theorem 5.6 included the same restrictions on a and c (and the same definition of b) as in
Theorem 5.1, along with a (different) given function f : [α,β]→ R, where a ≤ α < β ≤ ∞. Further-
more, Theorem 5.6 featured a condition (1) which was clearly formulated by adapting the statement
of condition (4) from Theorem 5.1 to the domain [α,β] in Theorem 5.6. Accordingly, it seems nat-
ural to ask the following two-part question. If one assumes condition (1) in Theorem 5.6, can one
obtain a formula for the constant E (appearing in Theorem 5.6) that generalizes the last displayed
formula for the constant E (appearing in Theorem 5.1) that was obtained in Theorem 5.1; and, if so,
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is the resulting formula for the constant E (from Theorem 5.6, under the assumption of condition
(1)) more complicated because of some logical need to accommodate the role of α, β or a∗? We next
answer this two-part question as follows. If condition (1) in Theorem 5.6 (a) holds, then the general
formula for the constant E appearing in the proof of Theorem 5.6 (a) is E = 2c2/(a∗)2, where a∗ is the
semitransverse axis of the hyperbola H appearing in Theorem 5.6 (b).

Our proof of the above formula will use notation from Theorem 5.6 (a)-(c) (along with the hypoth-
esis that condition (1) holds). By Theorem 5.6 (a), we also have condition (2), and so Γ ⊂ H. One can
thus use the familiar Cartesian equation for H to get a formula for y = f (x) for all x ∈ (α,β). As f is
continuous at α, it follows that

f (α) = lim
x→α+

f (x) = (

√
c2 − (a∗)2

a∗
)
√
α2 − (a∗)2.

(Note that if α = a = a∗, then the just-displayed equation reduces to f (a) = 0.) Also, recall from the
proof of Theorem 5.6 (a) that the assumption of condition (1), along with the other hypotheses in
Theorem 5.6, ensures that y = f (x) satisfies

y2 + c2 + x2 +
√

(y2 + c2 + x2)2 − 4c2x2 = Ex2 (if α < x < β).

With the above formula for f (α) in hand, perform enough algebraic simplification to confirm that

f (α)2 + c2 +α2 =
c2α2

(a∗)2 + (a∗)2.

Next, apply the operator limx→α+ to the second displayed equation in this paragraph, substitute the
last displayed equation, and perform enough algebraic simplification to confirm that

c2α2

(a∗)2 + (a∗)2 +

√
[
c2α2

(a∗)2 − (a∗)2]2 = Eα2.

Next, use 0 < a∗ ≤ α and a∗ < c to get c2α2/(a∗)2 − (a∗)2 > 0. It follows that the last displayed equation
can be rewritten as

c2α2

(a∗)2 + (a∗)2 + [
c2α2

(a∗)2 − (a∗)2] = Eα2.

Then, dividing through by α2 (, 0), we easily get E = 2c2/(a∗)2, completing the proof.
Some readers may find it appropriate to assign the algebraic simplifications in the above argument

to their beginning algebra students as homework.
An alternative proof of the result that was established two paragraphs ago may have occurred to

some readers. Rather than viewing the assertion E = 2c2/(a∗)2 as being motivated by Theorem 5.1, the
alternative approach would view this assertion as being a corollary of the proof of Theorem 5.1. To
legitimize this alternative approach, one would need to use the hypotheses of Theorem 5.6, involving
a certain given function f : [α,β]→ R satisfying certain conditions, to construct a useful function,
let us call it g : [a∗,∞)→ R, that satisfies the hypotheses that were attributed to the function which
was called “f " in Theorem 5.1. One may initially think that a likely candidate for such a function
g would be the restriction of the function f (which was given in Theorem 5.6) to the domain [a,∞).
This approach may initially seem feasible, but it has the serious drawback that the just-mentioned
“restriction" need not exist, the point being that the intended domain, [a,∞), of this “restriction"
need not be a subset of the domain [α,β]. There are two reasons for this drawback: first, although
a∗ ≤ α, there is no reason to believe that α ≤ a (we will say more about the underlying issue here in
(d) below); and second, [a,∞) is certainly not a subset of [α,β] if β ∈R.
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However, the alternative approach can be adjusted, as follows. Since the graph Γ of the function f
is a subset of the right-hand branch of the hyperbola H and a Cartesian equation y = h(x) for the top
half of that branch can easily be given, with h a certain function [a∗,∞)→ R, it does make sense to
apply the proof of Theorem 5.1, with a∗ playing the earlier role of the endpoint a and with h playing
the role of the function that was called “f " in Theorem 5.1. To make the alternative proof complete,
one would still have to check that this h satisfies all the hypotheses that were placed on “f " in the
statement of Theorem 5.1, and that is very easy to do. Nevertheless, I frankly consider the direct
proof that was given three paragraphs ago to be a better proof, primarily because it is more accessible.
However, I understand that many mathematicians prefer a pedagogic approach that would advocate
for “fewer theorems and more applications". I believe that a compassionate author/educator should
try to anticipate (and, if possible, to accommodate) the preferences of an expected audience. So, I
have offered the alternate proof here even though the difference between the two proofs is largely a
matter of presentation. (In that regard, note that the introduction of the key equation which involved
the constant E in the proof of Theorem 5.6 (a) was preceded by the justifying phrase “as in the proof
of Theorem 5.1".) In conclusion, the alternative approach has been discussed here for the following
two reasons. First, as I just explained, it has been offered as an attempt to satisfy the pedagogic
tastes of some individuals. Second, it is intended to validate an experimental approach to creating
rigorous mathematics. Indeed, the alternative approach could begin to develop in some minds by
reasoning as follows: “The function f in Theorem 5.1 satisfies f (a) = 0 and the function h describing
the top half of the hyperbola H in Theorem 5.6 satisfies h(a∗) = 0, so why not try to apply the proof
of Theorem 5.1 to something related to the function h, with a∗ playing the earlier role of a?". Much
good mathematics has resulted from such analogical flights of fanciful thought.

(c) Assume that condition (1) in Theorem 5.6 holds, along with all the hypotheses of Theorem 5.6
(including that one is given 0 < a < c). Let E be the constant appearing in the proof of Theorem 5.6
(a), let H be the hyperbola appearing in condition (2) of Theorem 5.6, and let a∗ be the semitransverse
axis of H. It was shown in (b) that under these conditions, one has E = 2c2/(a∗)2. It follows that the
statement of Theorem 5.6 (c) can be enhanced, by adding the following fourth equivalent condition,
(iv): If E is the constant appearing in the proof of (a), then E = 2c2/a2.

(d) Let c > 0 in R. Then there exist infinitely many (in fact, uncountably many) hyperbolas whose
foci are the points (−c,0) and (c,0), as the set of such hyperbolas is in one-to-one correspondence with
the open interval (0, c). Indeed, to establish this bijection, one need only associate each real number
a∗ ∈ (0, c) with the hyperbola Ha∗ having Cartesian equation

x2

(a∗)2 −
y2

c2 − (a∗)2 = 1.

(A similar “elliptic" observation applies by associating any real number a∗∗ in the open interval (c,∞)
with the ellipse Ea∗∗ having Cartesian equation

x2

(a∗∗)2 +
y2

(a∗∗)2 − c2 = 1.

This completes the solution of the “temporary exercise" that was mentioned in Remark 3.2 (d).) The
remark is complete.

Remark 5.8. In the spirit of Remark 3.2 (f)-(g) and [3, Remark 3.2 (g)], we next address degenerate
cases of hyperbolas. For the sake of brevity, we restrict attention to those cases which arise from a
careful examination of the proof of Theorem 5.1 (as those are the cases which can perhaps be said to
satisfy the reflection properties of a hyperbola). Essentially all the themes about degenerate ellipses
in Remark 3.2 (f)-(g) carry over to the “hyperbolic" context. For the sake of completeness, we will
provide most of the details by suitably/simply editing Remark 3.2 (f)-(g) to produce the rest of (a).
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Readers interested in identifying the geometric figures which can be viewed as being “degenerate
hyperbolas" when one adopts the point of view of [1] are directed to Remark 4.3 (b) (or to [1] itself);
see also Remark 4.3 (a).

The proof of Theorem 5.1 involved a differential equation that expressed the derivative of y (=
f (x)) with respect to x as a fraction with denominator D = 2xy. That kind of fraction was meaningful
since the context for that part of the proof of Theorem 5.1 involved x > a (> 0) and the hypotheses
of Theorem 5.1 then ensured that (x , ±a implies) y , 0. To cast the question of characterizing the
curves satisfying the reflection properties of a hyperbola more generally than in the hypotheses of
Theorem 5.1, recall that those reflection properties are described by condition (4) in the statement of
Theorem 5.1. Let us begin with a more general attempt to characterize the functions f with domain a
subset of [a,∞) and with graph satisfying the reflection properties of a hyperbola, given 0 < a < c ∈R
and points F1(−c,0) and F2(c,0), by asking the following: which differentiable functions f , having
domain a subset of [a,∞), satisfy the above-mentioned condition (4)?

For (4) to be meaningful, it must be the case that neither F1 nor F2 is on the graph of f . Our
search here for degenerate cases of a hyperbola that were not found in Theorem 5.1 will focus on
such functions f for which the above-mentioned differential equation is meaningless because D = 0.
As f is differentiable, it seems reasonable to assume that the domain of f is a union of (possibly
denumerably many) open subintervals of (a,∞), together with possibly some left-hand endpoints
and/or some right-hand endpoints. It would also seem reasonable to assume that f is continuous at
any such endpoint. So, we will focus on certain values of x such that x > a. As D = 2xy and we are
now requiring D = 0 with a focus on certain x such that x > 0, it must be the case that y = 0, that
is, f (x) = 0. Recall that the proof of Theorem 5.1 derived the above-mentioned differential equation
from the following application of condition (4):

1(−c − x) + f
′
(x)(−y)√

(c+ x)2 + y2
=

1(c − x) + f
′
(x)(−y)√

(c − x)2 + y2
.

Let us cast our nets more widely. Working in conjunction with the conditions x > a (> 0) in R and
y = 0, we see that the just-displayed equation is equivalent to the following algebraic equation:

−c − x
|c+ x|

=
c − x
|c − x|

.

A straightforward case analysis shows that the solution set of the just-displayed equation, under the
just-stated conditions, consists of the points (x,y) such that x > c and y = 0. It follows that if we
focus on the universe [a,∞) for values of x, we can construct infinitely many degenerate cases of
hyperbolas. Indeed, each of the following graphs Γ is of that kind: take any (possibly denumerable)
nonempty set {Ij} of open intervals Ij contained in (c,∞); for each j, let I ∗j result from Ij by possibly
appending one or both endpoints of Ij to Ij , but do not append the element c to any Ij ; let D := ∪j I ∗j ;
let D∗ result from appending c to D if there exists j such that c is the left-hand endpoint of Ij ; and
then take Γ := {(x,y) ∈R2 | x ∈ D∗ and y = 0}.

A degenerate hyperbola Γ which is constructed in the above way need not be a connected topo-
logical space – indeed, it may have infinitely many connected components. In particular, while the
literature often refers to some degenerate hyperbolas as being “piecewise-linear", observe that some
of the examples Γ that we have just constructed have stretched the meaning of that term because
they have infinitely many “pieces." Note also that the largest (in the obvious sense) interval that was
constructed above as being a degenerate hyperbola is [c,∞).

Having “cast our nets more widely", the above work naturally draws our attention to certain values
of x such that x < −c (< 0). One sees easily that for a nontrivial line segment γ containing the point
P (x,0) for such a value of x, P satisfies the above-mentioned condition (4). Indeed, the tangential
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vector T of γ at P can be taken as ±i, and T is parallel to, and has the same direction as, both
−−−→
P F1

and
−−−→
P F2 . (Of course, the same comment could have been made about the points (x,0) that arose

as elements of the graphs Γ that were constructed two paragraphs ago.) Hence, one can produce
even more degenerate hyperbolas (although none that are qualitatively new in any mathematically
important way) by revising the above directions for constructing degenerate hyperbolas Γ as follows:
change the requirement “Ij contained in (c,∞)" to “Ij contained in (−∞,−c)∪ (c,∞)"; change “but do
not append the element c to any Ij" to “but do not append either of the elements −c, c to any Ij ; and
change the definition of D∗ to D∗ :=D.

It is natural to seek degenerate cases of hyperbolas from the “x as a function of y" point of view by,
for instance, closely examining the proof of Theorem 5.4 (or an alternative proof that was suggested
in Remark 5.5 (a)). It seems clear that those new degenerate cases would consist of analogues of the
degenerate cases that have already been identified here in (a). In other words, each of those new
degenerate cases Λ of hyperbolas would be built by starting with a union of (possibly denumerably
many) open subintervals of the y-axis, each of which is a subset of either the set of points below
(0,−c) or the set of points above (0, c), with the precise rules for then building any such Λ (starting
with such a union of open subintervals of the y-axis) being the obvious analogues of the correspond-
ing rules that were given above for building the counterpart degenerate hyperbolas Γ . However, in
my opinion, these Λ should not be considered as being “new" degenerate cases, for the following
reason. Any hyperbola can be viewed as having a horizontal (resp., vertical) transverse axis after
suitable rigid rotation and/or translation of coordinate axes. Such changes of coordinate axes do not
change whether a geometric figure is a hyperbola (or whether it should be considered as a degener-
ate hyperbola in regard to satisfying certain reflection properties) because such changes of coordinate
axes do not affect distance or the measure of (undirected) angles between bound vectors. I conclude,
for any hyperbola H, with transverse (resp., conjugate) axis falling along a line L (resp., M) in the
Euclidean plane, that one can build a family of degenerate hyperbolas Γ ∗ (resp., Λ∗) that is naturally
associated to H by taking the following steps: rigidly rotate and/or translate coordinate axes so that
L is horizontal (resp., vertical) and M is vertical (resp., horizontal) in regard to the new coordinate
axes [then H is east-west (resp., north-south) in regard to the new coordinate axes], intersecting at
the “new" origin; proceed to use the parameters a, b, c ofH as above to build a degenerate hyperbola
Γ (resp., Λ); and then perform (in reverse order) the sequence of the inverse operations correspond-
ing to the above-mentioned rigid rotations and/or translations of coordinate axes. Notice thatH has
been carried back to its original position relative to the original coordinate axes. By definition, Γ ∗

(resp., Λ∗) is the geometric figure to which Γ (resp., Λ) has been carried. While Γ ∗ (resp., Λ∗) is a
subset of the line L (resp, M), I would repeat the earlier sentiment that these changes of coordinate
axes have not produced anything that is “qualitatively new in any mathematically important way."
The remark is complete.

Remark 5.9 offers one final perspective on this body of reflection-theoretic work.

Remark 5.9. As variants of Theorems 2.1 and 4.1 are somewhat well known, I have concluded that
Theorems 3.1 and 5.1 are more important (because they respectively lead to converses of Theorems
2.1 and 4.1). I have also concluded that Remark 3.2 (d) and Theorem 5.6 (a) are the most important
results in this paper (because they, respectively, generalize the two just-mentioned “more important"
results). One reason for this conclusion is that both of these “most important" results involved accessi-
ble methods involving Cartesian equations (as opposed to polar, or otherwise parametric, equations),
vectors, calculus of functions of one variable, and introductory differential equations. However, that
reason could be applied to each of the main results in this paper. A deeper – and more appropriate –
reason for our second conclusion is that the just-mentioned results from Sections 3 and 5 are charac-
terization results. After careful examinations of their proofs, I was led to what could be considered
some partial classification results, involving the degenerate ellipses in Remark 3.2 (f) and the degen-
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erate hyperbolas in Remark 5.8. Results of this kind can be among the most important products of
our work as mathematical scientists. Readers who may be interested in a more extensive expression
of my views on characterization results and classification results are directed to [3, Remark 3.3].
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1 Introduction

All rings considered in this paper are commutative with an identity different from zero. Let R be
a commutative ring and n be a positive integer. In [1], Anderson and Badawi define a proper ideal
I of a commutative ring R to be n-absorbing if whenever x1...xn+1 ∈ I for x1, ...,xn+1 ∈ R, then there
are n of the x′is whose product is in I. They also define ωR(I) = min{n | I is an n-absorbing ideal of
R}. The ideal I is called strongly n-absorbing if whenever I1...In+1 ∈ I for ideals I1, ..., In+1 of R, then
there are n of the I ′i s whose product is in I. They define ω∗R(I) = min{n | I is a strongly n-absorbing
ideal of R}. It is clear that if I is strongly n-absorbing, then it is n-absorbing, so ωR(I) ≤ ω∗R(I). They
conjecture that the converse is true (Conjecture 1). It is clear that for n = 1, an ideal I is (strongly)
1-absorbing if and only if I is a prime ideal so Conjecture 1 is true for n = 1. Note that for n = 2, an
ideal I of R is strongly 2-absorbing if and only if I is 2-absorbing [ [4], Theorem 2.13]. Note also that
in Prüfer domains the two concepts of n-absorbing and strongly n-absorbing ideals are equivalent.
On the other hand, they conjecture that ωR[X](I[X]) = ωR(I) for any ideal I of R (Conjecture 3). A
1-absorbing ideal is just a prime ideal and it is well known that I is a prime ideal if and only if I[X]
is a prime ideal so Conjecture 3 is true for n = 1. In [1], the authors proved that Conjecture 3 is true
for n = 2. Many authors investigated this conjecture. For example in [14], the author showed that
Conjecture 3 is true if one of the following conditions hold:

(1) The ring R is a Prüfer domain.
(2) The ring R is a Gaussian ring such that its additive group is torsion free.
(3) The additive group of the ring R is torsion-free and I is a radical ideal of R.
In [13], the author proved that if I is a strongly n-absorbing ideal of R and R/I is Armendariz, then

I[X] is n-absorbing (R is said to be Armendariz, if c(f )c(g) = 0 for all f ,g ∈ R[X] such that f g = 0).
Moreover, he proved that if I is n-absorbing, then I[X] is n-absorbing in each of the following cases:

(1) The ring R/I is Armendariz and |R/M | ≥ n for each maximal ideal M of R containing I.
(2) The ring R/I is Armendariz and is (n− 1)!-torsion-free as an additive group.
(3) The ring R/I is torsion-free as an additive group.
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(4) The ring R/I is locally Bézout.
He showed also that Conjecture 3 is true in an arithmetical ring.

In this paper, we consider n-absorbing ideals of the form I[[X]] of the power series ring R[[X]].
More precisely we explore the transfer of the property (strongly) n-absorbing from an ideal I of R
to the ideal I[[X]] of R[[X]]. The case n = 1 is clear since it is well known that an ideal I of R is
prime if and only if the ideal I[[X]] is prime. In [10], the authors proved that for an ideal I of a
commutative ring R, I is 2-absorbing if and only if I[[X]] is a 2-absorbing ideal of R[[X]] (see also
[13]). It was also shown in [10] that if R is a Prüfer domain, then I is n-absorbing if and only if I[[X]]
is n-absorbing. The proof was based on the characterization of absorbing ideals in Prüfer domains.
In addition, they showed that if R is a Noetherian Gaussian u-ring, then I is n-absorbing if and only
if I[[X]] is n-absorbing (a commutative ring R is called u-ring provided R has the property that an
ideal contained in a finite union of ideals must be contained in one of those ideals). Moreover, they
proved that if R is a pseudo-valuation domain and I is an ideal of Rwith a non maximal radical, then
ωR[[X]](I[[X]]) = ωR(I). On the other hand, in [14], the author proved that for a Dedekind domain R,
ωR[[X]](I[[X]]) = ωR(I) for every ideal I of R.Moreover, if R is a Noetherian ring whose additive group
is torsion-free, then ωR[[X]](I[[X]]) = ωR(I) for every radical ideal I of R.

In this paper we prove first that if the ideal I[[X]] is n-absorbing, then the ideal I is strongly n-
absorbing. Conversely, we prove that if the ideal I is strongly n-absorbing, then the ideal I[[X]] is
n-absorbing if one of the following conditions hold:

(1) The ring R is P-gaussian.
(2)The ring R is a Krull domain and I is a divisorial ideal.
(3) The ring R is a formally integrally closed domain and I is a t-ideal.
Most of the results proved here are based on content formulas for power series.
On the other hand, we prove that if the ideal I is n-absorbing, then I[[X]] is n-absorbing if one of

the following conditions hold:
(1) The ideal I is radical.
(2) The ring R is a Krull domain and I is of the form (P1...Pn)v where the Pi are height one prime

ideals of R.
(3) The ideal I has exactly n minimal prime ideals which are comaximal.
(4) The ideal I is a P -primary ideal where P is a prime ideal of R.

2 Absorbing ideals of the form I[X]

Let R be a commutative ring, n a positive integer and I a proper ideal of R. In [13], Laradji showed
that if I[X] is an n-absorbing ideal of R[X], then I is a strongly n−absorbing ideal of R. We present
here another proof which is completely different and which may be of independent interest, so we
include it below.

Proposition 2.1. Let R be a commutative ring, n a positive integer and I a proper ideal of R such that I[X]
is an n-absorbing ideal of R[X] then I is a strongly n−absorbing ideal of R.

Proof. By [[6], Lemma 2.1], let I1, ..., In+1 (n + 1) finitely generated ideals of R such that I1...In+1 ⊂
I. We shall prove that there are n of the I ′i s whose product is in I. For j ∈ {1, ...,n + 1}, put Ij =<
a1,j ; ...;akj ,j > and let f1 = a1,1X + ...+ ak1,1X

k1 ∈ I1[X], f2 = a1,2X
k1 + a2,2X

2k1 + ...+ ak2,2X
k1k2 ∈ I2[X], ...,

fn+1 = a1,n+1X
k1(k2+1)...(kn+1) + ... + akn+1,n+1X

k1kn+1(k2+1)...(kn+1) ∈ In+1[X], then f1...fn+1 ∈ I1[X]...In+1[X] ⊂
(I1...In+1)[X] ⊂ I[X]. Hence there are n of the f ′i s whose product is in I[X]. Suppose for example that
f1...fn ∈ I[X], thus al1,1...aln,n ∈ I, for every 1 ≤ li ≤ ki and i ∈ {1, ...,n}. Hence, I1...In ⊂ I.
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In the sequel, we will prove that for some class of rings, we have the equivalence: I is a strongly
n-absorbing ideal of R if and only if I[X] is an n-absorbing ideal of R[X] and so ωR[X](I[X]) = ω∗R(I).
Recall that a commutative ring R is called Gaussian if c(f g) = c(f )c(g) for all f ,g ∈ R[X], where c(f )
denotes the content of the polynomial f ∈ R[X].

Proposition 2.2. Let R be Gaussian ring, n a positive integer and I a proper ideal of R. The ideal I is a
strongly n-absorbing ideal of R if and only if I[X] is an n-absorbing ideal of R[X]. Hence ωR[X](I[X]) =
ω∗R(I).

Proof. It is sufficient to prove that if I is strongly n-absorbing, then I[X] is n-absorbing. Let f1, ..., fn+1 ∈
R[X] such that f1...fn+1 ∈ I[X] then c(f1...fn+1) ⊂ I. As R is a Gaussian ring then c(f1)...c(fn+1) ⊂ I. Since
I is strongly n-absorbing, there are n of the c(fi)’s whose product is contained in I. But f1...fn ∈
c(f1...fn)[X] ⊂ c(f1)...c(fn)[X] ⊂ I[X].

In [14], the author proved that if I is a radical n-absorbing ideal and the additive group of the ring
R is torsion-free, then I[X] is n-absorbing. In[11], the authors proved that if the ring R satisfies (∗∗)
(that is each proper ideal I of R with ωR(I) <∞, ωR(I) = |MinR(I)| , where MinR(I) denotes the set of
prime ideals of R minimal over I), then if I is a radical n-absorbing ideal, then I[X] is n-absorbing.
Note that for a radical strongly n-absorbing ideal I, the ideal I[X] is n-absorbing (without any addi-
tional assumption on the ring R) by the Dedekind-Mertens lemma. In the following proposition, we
generalize the results of [14] and [11] by releasing the additional assumption on the ring R.

Proposition 2.3. Let I be a proper radical ideal of a commutative ring R and n a positive integer. The
following are equivalent:

1. I is a strongly n-absorbing ideal of R.

2. I is an n-absorbing ideal of R.

3. I[X] is an n-absorbing ideal of R[X].

4. I[X] is a strongly n-absorbing ideal of R[X].

5. ∀k ∈N, I[X1, ...,Xk] is an n-absorbing ideal of R[X1, ...,Xk].

6. ∀k ∈N, I[X1, ...,Xk] is a strongly n-absorbing ideal of R[X1, ...,Xk].

Proof. 1 =⇒ 2 is clear.
2 =⇒ 3 Since I is an n-absorbing ideal of R then |MinR(I)| ≤ n by [[1], Theorem 2.5]. Let P1, ..., Pk the
minimal prime ideals over I. Hence I =

√
I = P1 ∩ ...∩ Pk . Therefore I[X] = P1[X]∩ ...∩ Pk[X]. By [[1],

Theorem 2.1], I[X] is k-absorbing so it is also n-absorbing.
3 =⇒ 1 is clear.
The other equivalences result from the equality

√
I[X] =

√
I[X], so since I is radical then I[X] is also

radical and then use an induction on k ≥ 1.

Since every ideal of a von Neumann regular ring is radical, we get the following corollary:

Corollary 2.4. Let R be a von Neumann regular ring, n a positive integer and I a proper ideal of R. The
following are equivalent:

1. I is an n-absorbing ideal of R.
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2. I is a strongly n-absorbing ideal of R.

3. I[X] is an n-absorbing ideal of R[X].

4. I[X] is a strongly n-absorbing ideal of R[X].

5. ∀k ∈N, I[X1, ...,Xk] is an n-absorbing ideal of R[X1, ...,Xk].

6. ∀k ∈N, I[X1, ...,Xk] is a strongly n-absorbing ideal of R[X1, ...,Xk].

Recall that an ideal I of an integral domain R with quotient field K is called divisorial (or v-ideal)
if I = Iv , where Iv = (I−1)−1 and I−1 = R : I = {x ∈ K | xI ⊂ R}. In the sequel we prove that if I is a
divisorial strongly n-absorbing ideal of an integrally closed domain R, then I[X] is n-absorbing.

Lemma 2.5. Let R be an integrally closed domain. For every m ∈N∗ and f1, ..., fm ∈ R[X], (c(f1...fm))v =
(c(f1)...c(fm))v .

Proof. By [[15], Lemme 1], if R is an integrally closed domain, then for every f ,g ∈ R[X], (c(f g))v =
(c(f )c(g))v , hence the result is obtained by a simple induction on m.

Proposition 2.6. Let R be an integrally closed domain, I a divisorial ideal of R and n a positive integer.
Then I is strongly n-absorbing if and only if I[X] is n-absorbing. Hence ωR[X](I[X]) = ω∗R(I).

Proof. Let f1, ..., fn+1 ∈ R[X] such that f1...fn+1 ∈ I[X] then c(f1...fn+1) ⊂ I. Hence (c(f1...fn+1))v ⊂ Iv = I.
As R is integrally closed then (c(f1...fn+1))v = c(f1)v ...c(fn+1)v . Therefore c(f1)...c(fn+1) ⊂ I. Since I is
strongly n-absorbing then there are n of the c(fi)′s whose product is in I. Suppose for example that
c(f1)...c(fn) ⊂ I. Consequently, f1...fn ∈ c(f1...fn)[X] ⊂ c(f1)...c(fn)[X] ⊂ I[X].

3 Absorbing ideals of the form I[[X]]

Let R be a commutative ring, I a proper ideal of R and n a positive integer. It is clear that if I[[X]]
is an n-absorbing ideal of R[[X]], then I[X] is an n-absorbing ideal of R[X] and so I is a strongly
n-absorbing ideal of R. In fact, let f1, ..., fn+1 ∈ R[X] such that f1...fn+1 ∈ I[X] then f1...fn+1 ∈ I[[X]] so
there are n of the f ′i s whose product is in I[[X]]∩R[X] = I[X].

Note that for a Noetherian ring R, if I is a strongly n-absorbing radical ideal, then I[[X]] is an
n-absorbing ideal. In fact, recall first that in [7], the authors established the following Dedekind-
Mertens lemma for power series rings:

Proposition 3.1. [7] Let R be a Noetherian ring and let 0 , g ∈ R[[X]]. There exists a positive number
k such that c(f )kc(g) = c(f )k−1c(f g) for any f ∈ R[[X]], where c(f ) is the ideal of R generated by the
coefficients of f .

Using this result, we prove that if I is a strongly n-absorbing radical ideal of a Noetherian ring
R, then I[[X]] is an n-absorbing ideal. Indeed, let f1, ..., fn+1 ∈ R[[X]] such that f1...fn+1 ∈ I[[X]]
then c(f1...fn+1) ⊂ I. By the Dedekind-Mertens lemma there exist positive integers α1, ..,αn such that
c(f1)α1+1c(f2...fn+1) = c(f1)α1c(f1...fn+1) ⊂ I, c(f2)α2+1c(f3...fn+1) = c(f2)α2c(f2...fn+1), ..., c(fn)αn+1c(fn+1) =
c(fn)αnc(fnfn+1). Now, we multiply the first equality by c(f2)α2 , we get c(f1)α1+1c(f2)α2+1c(f3...fn+1) ⊂ I.
Continuing this process, we get c(f1)α1+1...c(fn)αn+1c(fn+1) ⊂ I. As I strongly n-absorbing then there
exists (k1, ..., kn+1) ∈ N

n+1 such that k1 + ... + kn+1 = n and c(f1)k1 ...c(fn)knc(fn+1)kn+1 ⊂ I. Suppose for
example that kn+1 = 0, so c(f1)k1 ...c(fn)kn ⊂ I. Since I is radical then c(f1)...c(fn) ⊂ I. But f1...fn ∈
c(f1...fn)[[X]] ⊂ c(f1)...c(fn)[[X]] ⊂ I[[X]].

In the sequel we prove that the hypothesis R is Noetherian can be released. More precisely we
show that if I is a radical n-absorbing ideal of a commutative ring R, then I[[X]] is n-absorbing.
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More generally, in the first part of this section, we prove that if I is ann-absorbing ideal of R, then
I[[X]] is an n-absorbing ideal of R[[X]] if one of the following conditions hold:

1. The ideal I is radical.

2. The ring R is a Krull domain and I is of the form (P1...Pn)v where the Pi are height one prime
ideals of R.

3. The ideal I has exactly n minimal prime ideals which are comaximal.

4. The ideal I is a P -primary ideal where P is a prime ideal of R.

In the next proposition we generalize Corollary 16 of [14] for any commutative ring R.

Proposition 3.2. Let I be a proper radical ideal of a commutative ring R and n a positive integer. The
following are equivalent:

1. I is a strongly n-absorbing ideal of R.

2. I is an n-absorbing ideal of R.

3. I[[X]] is an n-absorbing ideal of R[[X]].

4. I[[X]] is a strongly n-absorbing ideal of R[[X]].

5. ∀k ∈N, I[[X1, ...,Xk]] is an n-absorbing ideal of R[[X1, ...,Xk]].

6. ∀k ∈N, I[[X1, ...,Xk]] is a strongly n-absorbing ideal of R[[X1, ...,Xk]].

Proof. The proof is similar to the case of polynomial rings. For the sake of completeness, we include
it here.
1 =⇒ 2 is clear.
2 =⇒ 3 Since I is an n-absorbing ideal of R then |MinR(I)| ≤ n by [[1], Theorem 2.5]. Let P1, ..., Pk the
minimal prime ideals over I. Hence I =

√
I = P1 ∩ ...∩ Pk . Therefore I[[X]] = P1[[X]]∩ ...∩ Pk[[X]]. By

[[1], Theorem 2.1], I[[X]] is k-absorbing so it is also n-absorbing.
3 =⇒ 1 is clear.
The other equivalences result from the equality

√
I[[X]] =

√
I[[X]]. In fact,

√
I[[X]] ⊂

√
I[[X]] for

any ideal I of R, since if P is a prime ideal of R containing I, then P [[X]] is a prime ideal of R[[X]]
containing I[[X]], so

√
I[[X]] ⊂ P [[X]] for any prime ideal P containing I which implies that

√
I[[X]] ⊂√

I[[X]].Conversely, if I is an n-absorbing ideal of R, then by [5], (
√
I)n ⊂ I so (

√
I[[X]])n ⊂ (

√
I)n[[X]] ⊂

I[[X]], which implies that
√
I[[X]] ⊂

√
I[[X]] and then the equality

√
I[[X]] =

√
I[[X]].

Now since I is radical then I[[X]] is also radical and then use an induction on k ≥ 1.

Corollary 3.3. Let R be a von Neumann regular ring, n a positive integer and I a proper ideal of R. The
following are equivalent:

1. I is a strongly n-absorbing ideal of R.

2. I is an n-absorbing ideal of R.

3. I[[X]] is an n-absorbing ideal of R[[X]].

4. I[[X]] is a strongly n-absorbing ideal of R[[X]].

5. ∀k ∈N, I[[X1, ...,Xk]] is an n-absorbing ideal of R[[X1, ...,Xk]].
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6. ∀k ∈N, I[[X1, ...,Xk]] is a strongly n-absorbing ideal of R[[X1, ...,Xk]].

Proposition 3.4. Let R be a Krull domain, n a positive integer and P1, .., Pn be heigt one prime ideals of R
and I = (P1...Pn)v then I[[X]] is an n-absorbing ideal of R[[X]]. Hence ωR[[X]](I[[X]]) = ωR(I).

Proof. Note that, by [[1], Corollary 4.5], the ideal I is n-absorbing. We have I[[X]] = ((P1...Pn)[[X]])v =
((P1...Pn).A[[X]])v = ((P1.A[[X]])...(Pn.A[[X]]))v . So I[[X]] = ((P1.A[[X]])v ...(Pn.A[[X]])v)v = ((P1[[X]])v ...(Pn[[X]])v)v =
(P1[[X]]...Pn[[X]])v .
By [9], R[[X]] is also a Krull domain and for each k ∈ {1, ...,n}, Pk[[X]] is a height one prime ideal of
R[[X]]. Hence by [[1], Corollary 4.5], the ideal I is n-absorbing.

In the following, we give two cases where the property n-absorbing is stable when passing from I
to the ideal I[[X]].

Proposition 3.5. Let I be an n-absorbing ideal of a ring R such that I has exactly n minimal prime ideals
which are comaximal then I[[X]] is n-absorbing. Hence ωR[[X]](I[[X]]) = ωR(I).

Proof. Let {P1, ..., Pn} be the minimal prime ideals over I. By [[1], Corollary 2.15], I = P1...Pn = P1∩ ...∩
Pn, so P [[X]] = P1[[X]]∩ ...∩ Pn[[X]]. Again by Theorem 2.1 of [1], the ideal I[[X]] is n-absorbing.

Proposition 3.6. Let P be a prime ideal of a ring R and I be a primary ideal of R such that P n ⊂ I then
I[[X]] is n-absorbing. Hence ωR[[X]](I[[X]]) = ωR(I).
In particular if P n is a P -primary ideal of R, then P n[[X]] is n-absorbing. Moreover, if M is a maximal
ideal of R, thenMn[[X]] is n-absorbing.

Proof. By [[1], Theorem 3.1], the ideal I is n-absorbing. By [[8], Corollary 4], I[[X]] is a P [[X]]-primary
ideal of R[[X]] and (P [[X]])n ⊂ P n[[X]] ⊂ I[[X]]. So again by [[1], Theorem 3.1], the ideal I[[X]] is n-
absorbing.

In the sequel, we prove that if I is a stronglyn-absorbing ideal of R, then I[[X]] is an n-absorbing
ideal of R[[X]] if one of the following conditions hold:

1. The ring R is P-Gaussian.

2. The ring R is a Krull domain and I is a divisorial ideal.

3. The ring R is a formally integrally closed domain and I is a t-ideal.

Recall from [16], that a commutative ring R is called P-Gaussian if for every f ,g ∈ R[[X]], c(f g) =
c(f )c(g). For example a Noetherian Gaussian ring is P-Gaussian.

Proposition 3.7. Let R be a P-Gaussian ring, n a positive integer and I an ideal of R. Then I[[X]] is
n-absorbing if and only if I is strongly n-absorbing. Hence ωR[[X]](I[[X]]) = ω∗R(I).

Proof. Let f1, ..., fn+1 ∈ R[[X]] such that f1...fn+1 ∈ I[[X]] then c(f1...fn+1) ⊂ I. As R is a P-Gaussian
ring then c(f1)...c(fn+1) ⊂ I. Since I is strongly n-absorbing then c(f1)...c(fn) ⊂ I for example. But
f1...fn ∈ c(f1...fn)[[X]] ⊂ c(f1)...c(fn)[[X]] ⊂ I[[X]].

Proposition 3.8. Let R be an integral domain such that R =
⋂
α
Vα where (Vα)α is a collection of rank one

valuation overrings of R and I a strongly n-absorbing ideal such that I =
⋂
α
IVα then I[[X]] is n-absorbing.

In particular, if R is a Krull domain and I is a strongly n-absorbing divisorial ideal, then I[[X]] is n-
absorbing. Hence ωR[[X]](I[[X]]) = ω∗R(I).
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Proof. Consider the star operation ∗ defined by E∗ =
⋂
α
IVα , for every nonzero fractional ideal of R.

By [[2], Theorem 2.5] for nonzero f ,g ∈ R[[X]], (c(f g))∗ = (c(f )c(g))∗. Let f1, ..., fn+1 ∈ R[[X]] such that
f1...fn+1 ∈ I[[X]] then c(f1...fn+1) ⊂ I. Hence c(f1)...c(fn) ⊂ (c(f1)...c(fn))∗ = (c(f1...fn))∗ ⊂ I ∗ = I. Now the
result follows from the fact that I is strongly n-absorbing.

Now we can recover Corollary 11 of [14] since a Dedekind domain is a Krull domain in which
every ideal is divisorial. Moreover a Dedekind domain is a Prüfer domain so by [[1], Corollary 6.9],
every n-absorbing ideal is strongly n-absorbing.

Corollary 3.9. Let R be a Dedekind domain, then ωR[[X]](I[[X]]) = ωR(I).

More generally if R is a completely integrally closed domain and I is a strongly n-absorbing divi-
sorial ideal, then I[[X]] is n-absorbing by [[12], Theorem 2.11].

Recall from [3], that an integral domain R is called formally integrally closed if for nonzero f ,g ∈
R[[X]], (c(f g))t = (c(f )c(g))t , where It = ∪{Jv | J is a finitely generated non zero fractional ideal of R
such that J ⊂ I}, for every non zero fractional ideal I of R. A nonzero fractional ideal I of R is called
a t-ideal if It = I. Integral domains R such that RM is a one dimensional valuation domain for every
t-maximal ideal of R are examples of formally integrally closed domains. We get then the following
proposition:

Proposition 3.10. Let R be a formally integrally closed domain, n a positive integer and I a strongly
n-absorbing t-ideal then I[[X]] is n-absorbing. Hence ωR[[X]](I[[X]]) = ω∗R(I).
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Abstract. In this paper, all rings considered are assumed commutative with nonzero identity. A ring R is said to be φ-ring

if its Nilradical is divided and prime ideal. The authors of [2] introduced and studied two new generalizations of Prüfer

domains and Bézout domains respectively, a ring R is said to beφ-Prüfer ring (resp., φ-Bézout ring) provided that R/Nil(R)

is a Prüfer domain (resp., a Bézout domain). In this work, we study the notions of φ-Prüfer rings and φ-Bézout ring in

different contexts of commutative rings such us trivial ring extensions and amalgamations of algebras along ideals. Our

aim is to generate new families of φ-Prüfer rings and φ-Bézout rings and also to enrich the literature with such a rings.

Examples illustrating the aims and scopes of our results are given.
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1 Introduction

All rings considered in this paper are assumed to be commutative with non-zero identity and prime
Nilradical. We use Nil(R) to denote the set of nilpotent elements of R and Z(R) the set of zero-
divisors of R. A ring with Nil(R) being divided prime (i.e., Nil(R) ⊂ xR for all x ∈ R\Nil(R)) is called
a φ-ring. El Khalfi, Kim, and Mahdou [15], and Chhiti, Louartiti, and Tamekkante [8] studied when
the amalgamation algebra along an ideal is a φ-ring. LetH be the set of all rings with divided prime
Nilradical. A ring R is called a strongly φ-ring if R ∈ H and Z(R) = Nil(R). Let R be a ring and M be
an R-module; we define

φ- tor(M) = {x ∈M | sx = 0 for some s ∈ R \Nil(R)}.
If φ-tor(M) = M, then M is called a φ-torsion module, and if φ-tor(M) = 0, then M is called a
φ-torsion free module. It is worth noting that in the language of torsion theory, the class T of all φ-
torsion modules is a (hereditary) torsion class, equivalently T is closed under (submodules,) direct
sums, epimorphic images and extensions. An R-module M is said to be φ-uniformly torsion (φ-u-
torsion for short) if sM = 0 for some s ∈ R\Nil(R). An ideal I of R is said to be nonnil if I *Nil(R). An
R-module M is said to be φ-divisible if M = sM for all s ∈ R \Nil(R). Recall that in [24], a module M
is said to be Bézout if all finitely generated submodules of M are cyclic. For more on φ-rings from a
module-theoretic point of view, see survey article [20].

Let R be a ring and E an R-module. Then R ∝ E, the trivial ring extension of R by E, is the ring
whose additive structure is that of the external direct sum R⊕E and whose multiplication is defined
by (a,e)(b,f ) := (ab,af + be) for all a,b ∈ R and all e, f ∈ E. (This construction is also known by other
terminology and other notation, such as the idealization R(+)E) (see [5, 16, 17, 18, 19]).

Let A and B be two rings, let J be an ideal of B and let f : A −→ B be a ring homomorphism. In this
setting, we can consider the following sub-ring of A×B :

A ./f J = {(a,f (a) + j) | a ∈ A,j ∈ J},
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called the amalgamation of A with B along J with respect to f (introduced and studied by D’Anna et
al. [10, 11]). This construction is a generalization of the amalgamated duplication of a ring along an
ideal (introduced and studied by D’Anna and Fontana [9] and denoted by A ./ I).

In [2], Anderson and Badawi introduced the class of φ-rings which are called φ-Prüfer and φ-
Bézout rings. A φ-ring is said to be φ-Prüfer if R/Nil(R) is a Prüfer domain [2, Theorem 2.6]. All
φ-Prüfer rings are Prüfer [2, Theorem 2.14], if in addition Z(R) = Nil(R), then all Prüfer rings are
is φ-Prüfer [2, Theorem 2.16]. A φ-ring R is said to be φ-Bézout if R/Nil(R) is a Bézout domain
[2, Theorem 3.3]. Recently, the authors of [14] gave some homological properties characterized the
φ-Prüfer and the φ-Bézout rings.

From [1], Bacem and Ali introduced a new generalization of coherent rings in the class of φ-rings,
a φ-ring R is called φ-coherent if R/Nil(R) is a coherent domain [1, Corollary 3.1]. A φ-ring R is said
to be nonnil-coherent if every finitely generated nonnil ideal is finitely presented, which is equivalent
to saying that R is φ-coherent and (0 : r) is a finitely generated ideal of R for each r ∈ R \Nil(R),
where (0 : r) = {x ∈ R | rx = 0} [22, Proposition 1.3]. In [3], Badawi introduced and studied a new
class of φ-rings which are said to be nonnil-Noetherian. A φ-ring R is said to be nonnil-Noetherian if
R/Nil(R) is a Noetherian domain [3, Theorem 1.2].

Among the many recent generalizations of the notion of a coherent module and Noetherian mod-
ule in the literature, we find the following, due to Y. El Haddaoui, H. Kim and N. Mahdou [13], a
submodule N of an R-module M is said to be φ-submodule if M/N is a φ-torsion module [13, Defi-
nition 2.1]. For R ∈ H, an R-module M is said to nonnil-coherent if M is finitely generated and every
finitely generated φ-submodule of M is finitely presented [13, Definition 2.4], it’s easy to see that
every coherent module over a φ-ring is nonnil-coherent. They next established in [13, Theorem 2.6]
the analogue of well-known behavior the relationship between the coherent rings and the finitely
generated submodules of a finitely generated free module, it’s shown that a φ-ring R is nonnil coher-
ent if and only if every finitely generated φ-submodule of a finitely generated free module is finitely
presented. If R ∈ H, then an R-module M is said to be nonnil-Noetherian if every φ-submodule N
of M is a finitely generated [13, Definition 3.1]. It’s shown in [13, Theorem 3.15] that over a nonnil-
Noetherian ring, every finitely generated φ-torsion module M is finitely presented.

This paper consists of three sections including introduction. In section 2, we give some results of
the paper [15] which characterizes when an amalgamation of rings is a φ-rings and we next study
the transfer of φ-Prüfer in the amalgamation algebra along an ideal. In section 3, we introduce and
study a new class of modules over a φ-ring which are called the φ-Bézout modules. An R-module M
is said to be φ-Bézout if every finitely generated φ-submodule N of M (that is a submodule N of M
such that M/N is φ-torsion) is cyclic (see Definition 3.1). We next study the transfer of φ-Bézout in
the amalgamation algebra along an ideal.

For any undefined terminology and notation the reader is referred to [17, 21, 23]. Throughout this
paper, if S is a multiplicative subset of a ring R, then we assume that S ∩Nil(R) = ∅.

2 On transfer φ-Prüfer rings in amalgamation algebra along an ideal

Our first result characterizes when the amalgamation of rings is φ-ring. Before starting this sec-
tion,we give some results of the paper [15] which characterizes when an amalgamation of rings is a
φ-rings.

Theorem 2.1. Let f : A→ B be a ring homomorphism and J be an ideal of B. Then

Nil(A ./f J) = {(a,f (a) + j), a ∈Nil(A) and j ∈ J ∩Nil(B)} .

Proof. Straightforward.



180 Moroccan Journal of Algebra and Geometry with Applications / Y. El Haddaoui

Recall from [4, 12] that a prime ideal P of R is called a divided prime ideal if P ⊂ Rx for every
x ∈ R\P .

The following Theorem 2.2 characterizes when the amalgamation of a ring along a nonnil ideal is
a φ-ring.

Theorem 2.2. ([15, Theorem 2.1]) Let f : A→ B be a ring homomorphism and J be a nonnil ideal of
B. Set N (J) = J ∩Nil(B). The following statements are equivalent:

1. R = A ./f J ∈ H,

2. A is an integral domain, f −1(J) = 0 and N (J) is a divided prime ideal of f (A) + J .

Theorem 2.3. ([15, Corollary 2.6− 2.7]) The following results holds for a ring A:
1) The polynomial ring A[X] is a φ-ring if and only if A is an integral domain.
2) If A is a reduced ring and I is an ideal of A, then A ./ I is a φ-ring if and only if A is a φ-ring

and I = 0.

Recall that an R-module M is said to be φ-divisible if sM = M for all s ∈ R\Nil(R). The following
characterizes when the trivial ring extension is φ-ring.

Theorem 2.4. ([15, Corollary 2.4]) LetA = R ∝M be a trivial ring extension. The following statements
are equivalent:

1. A ∈ H,

2. R ∈ H and M is a φ-divisible R-module.

Next, we study the transfer of φ-Prüfer in the amalgamation algebra along an ideal. Recall from
[2] that a ring R is called φ-Prüfer if R/Nil(R) is a Prüfer domain.

The following Theorem 2.5 characterizes when an amalgamation algebra along a nonnil ideal is a
φ-Prüfer ring.

Theorem 2.5. Let A and B two rings and f : A −→ B be a ring homomorphism. Let J be a nonnil ideal
of B. Set, f̄ : A −→ B/N (J) defined by: f̄ (a) = f (a) +N (J), for all a ∈ A. If A ./f J is a φ-ring, then the
following statements are equivalent:

1. A ./f J is a φ-Prüfer ring,

2. A ./f̄ J
N (J) is a Prüfer domain,

3. f −1(J) = {0} and f̄ (A) + J/N (J) is a Prüfer domain.

Before proving Theorem 2.5, we need the following lemmas.

Lemma 2.6. ([13, Lemma 5.4]) With the notations of Theorem 2.5, we get f̄ −1(J/N (J)) = f −1(J).

Lemma 2.7. ([13, Lemma 5.5]) Let f : A −→ B be a ring homomorphism and J be a nonzero ideal of B. Let

J ′ be a subideal of J and I be an ideal of A such that f (I) ⊂ J ′. Define f : A/I −→ B/J ′ by f (a) = f (a), where
a := a+ I and f (a) := f (a) + J ′. Then we have the following ring isomorphism:

A ./f J

I ./f J ′
�
A
I
./f

J
J ′
.
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Proof of Theorem 2.5. 1) =⇒ 2) Assume that A ./f J is a φ-Prüfer ring. Since A ./f J ∈ H, A is an
integral domain by Theorem 2.2. Therefore, Nil(A ./f J) = 0×N (J). As A ./f J is a φ-Prüfer ring, we
get A./f J

0×N (J) is a Prüfer domain. Therefore, A ./f̄ J
N (J) is a Prüfer domain, by Lemma 2.7.

2) =⇒ 1) Straightforward by Lemma 2.7 and [2, Theorem 2.6].
2) =⇒ 3) Assume that A ./f̄ J/N (J) is a Prüfer domain. From [11, Proposition 5.2] and Lemma

2.6, f −1(J) = 0 and f̄ (A) + J/N (J) is an integral domain. From [11, Proposition 5.1] f̄ (A) + J/N (J) �
A ./f̄ J/N (J), as desired f̄ (A) + J/N (J) is a Prüfer domain.

3) =⇒ 2) By Lemma 2.6 we have f̄ −1(J/N (J)) = 0 and from [11, Proposition 5.1] we get f̄ (A) +
J/N (J) � A ./f̄ J/N (J) which is a Prüfer domain, as desired.

Corollary 2.8. Let R be an integral domain. Then R [X] is a φ-Prüfer ring if and only if R [X] is a Prüfer
domain.

Proof. By Theorem 2.3,R [X] is a φ-ring and R [X] � R ./j J where J = XR [X] and j : R ↪→ R [X]. Since
J 1 Nil(R [X]), then R [X] is a φ-Prüfer ring if and only if R ./j J is a Prüfer domain by Theorem 2.5,
as desired R [X] is a Prüfer domain.

Corollary 2.9. Let A be a ring and J be a nonnil ideal of A. Assume that A ./ J ∈ H. Then A ./ J is never a
φ-Prüfer ring.

Proof. If A ./ J is a φ-Prüfer ring, then A ./ J/Nil(A) is a Prüfer domain and so J = Nil(A) by [11,
Remark 5.3]. Therefore, J ⊂Nil(A), a desired contradiction.

Next, Theorem 2.10 study the transfer of being a φ-Prüfer ring between a φ-ring A and an amal-
gamation algebra along a nil ideal A ./f J .

Theorem 2.10. Let A and B two rings and f : A −→ B be a ring homomorphism. Let J be a nil ideal of
B. If A ./f J is a φ-ring, then the following statements are equivalent:

1. A ./f J is a φ-Prüfer ring,

2. A is a φ-Prüfer ring.

Proof. First, we have J ⊂ Nil(B), thus N (J) = J and so Nil(A ./f J) = Nil(A) ./f J . Therefore,A ./f J is
a φ-Prüfer ring if and only if A./f J

Nil(A)./f J
is a Prüfer domain, if and only if A

Nil(A) is a Prüfer domain, if
and only if A is a φ-Prüfer ring.

The following Corollary 2.11 study the transfer of being a φ-Prüfer ring in trivial extensions.

Corollary 2.11. Let R ∈ H and M be a φ-divisible R-module. The following statements are equivalent:

1. R ∝M is a φ-Prüfer ring,

2. R is a φ-Prüfer ring.

Proof. By Theorem 2.4, R ∝M is a φ-ring. In addition R ∝M � R ./j J where J = 0 ∝M ⊂Nil(R ∝M)
and j : R ↪→ R ∝M such that j(r) = (r,0) for all r ∈ R. By Theorem 2.10,R ∝M is a φ-Prüfer ring if
and only if so is R.

Recall from [3] that a φ-ring is said to be nonnil-Noetherian if R/Nil(R) is a Noetherian do-
main. Recall from [1] that a φ-ring is said to be nonnil coherent if every finitely generated nonnil
ideal is finitely presented, a φ-ring R is said to be φ-coherent if R/Nil(R) is a coherent domain and
so all φ-Prüfer ring is φ-coherent.

The following Example 2.12 gives a φ-Prüfer ring which isn’t a nonnil- Noetherian ring.
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Example 2.12. The ring R := (Z + XQ [[X]]) ∝ qf (Q [[X]]) is a φ-Prüfer ring which isn’t a nonnil-
Noetherian ring.

Proof. It is clear that R/Nil(R) � Z+XQ [[X]] which is a Prüfer domain by [6, Theorem 2.1 (i)], but
the coset R/Nil(R) is never a Noetherian domain by [6, Theorem 2.1 (m)]. Therefore, R is φ-Prüfer
ring by Corollary 2.11 which is not nonnil-Noetherian.

The following Example 2.13 gives a nonnil-Noetherian ring which isn’t a φ-Prüfer ring.

Example 2.13. For a field K , the ring R := K [X,Y ] ∝ qf (K [X,Y ]) is a nonnil-Noetherian ring which
isn’t a φ-Prüfer ring.

Proof. First, we have w.gldim(K [X,Y ]) = 2 and so K [X,Y ] isn’t a Prüfer domain. Therefore, R is not
φ-Prüfer by Corollary 2.11. The coset R/Nil(R) � K [X,Y ] is a Noetherian domain and so R is nonnil-
Noetherian.

It is natural to ask when a φ-Prüfer ring is nonnil-coherent. The following Theorem 2.14 responds
to our question.

Theorem 2.14. The following statements are equivalent for a φ-Prüfer ring R:

1. R is nonnil-coherent,

2. (0 : s) := {r ∈ R | rs = 0} is a finitely generated ideal for every s ∈ R\Nil(R).

Proof. Assume that R is a nonnil-coherent. It’s easy to see that every s ∈ R\Nil(R) we get (0 : s) is a
finitely generated ideal of R by [22, Proposition 1.3].

Conversely, If we have (0 : s) is a finitely generated ideal of R for every s ∈ R\Nil(R), then by [22,
Proposition 1.3] R is a nonnil-coherent ring since it’s a φ-Prüfer ring.

The following Example 2.15 gives a φ-Prüfer ring which isn’t nonnil-coherent.

Example 2.15. The ring R = Z ∝ ⊕∞i=1Q/Z is a φ-Prüfer ring which isn’t a nonnil-coherent ring.

Proof. From [13, Example 4.11], we get R is not a nonnil-coherent ring. By Corollary 2.11, we get
immediately R = Z ∝ ⊕∞i=1Q/Z is a φ-Prüfer ring.

Remark 2.16. The ring in the Example 2.13 is a nonnil-coherent ring which isn’t φ-Prüfer.

Proof. First, it is easy to see that R/Nil(R) = K [X,Y ] is a coherent domain and so R is φ-coherent. But
Z(R) =Nil(R), as desired R is nonnil-coherent by [1, Remark 2.1].

3 On φ-Bézout modules and transfer of φ-Bézout rings in amalgamation
algebra along an ideal

Recall from [24] that a module M is said to be Bézout if every finitely generated submodule of M
is cyclic. Recall that an R-module M is said to be φ-torsion if for any x ∈M, we get sx = 0 for some
s ∈ R\Nil(R).

Definition 3.1. Let R ∈ H. An R-module M is said to be φ-Bézout if every finitely generated φ-
submodule of M (that is a submodule N of M such that M/N is φ-torsion) is cyclic. In particu-
lar, every Bézout module is φ-Bézout.

Remark 3.2. 1) Note that for any φ-torsion R-module M, we have
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M is φ-Bézout⇐⇒M is Bézout.

2) Recall from [13] that a module M over a φ-ring R is said to be nonnil-Noetherian if every its φ-
submodule is finitely generated, [13, Definition 3.1]. Then it’s easy to see that every φ-Bézout module
is nonnil-Noetherian.

Theorem 3.3. Let R be a φ-ring. Then R is a φ-Bézout R-module if and only if R is a φ-Bézout ring.

Proof. This follows immediately from the fact that every nonnil ideal of R is a φ-submodule of R, the
Definition 3.1 and [2, Theorem 3.2].

Theorem 3.4. Every φ-submodule of a φ-Bézout module is φ-Bézout.

Proof. Let M be a φ-Bézout module and N be a φ-submodule of M. We claim that N is a φ-Bézout
module, let X be a finitely generated φ- submodule of N , by the following exact sequence 0→ N →
M→M/N → 0, we get the exact sequence 0→N/X→M/X→M/N → 0 and so X is a φ-submodule
of M from [25, Proposition 2.4]. Therefore,X is cyclic, as desired N is a φ-Bézout module.

Theorem 3.5. If M is a φ-Bézout module, then every factor of M is φ-Bézout.

Proof. Let M be a φ-Bézout module and N be a submodule of M. We claim that M/N is a φ-Bézout
module. Let P /N be a φ-submodule ofM/N where P is a submodule ofM containing N . Since M/N

P /N �
M
P is a φ-torsion R-module, then P is cyclic and so P /N is a cyclic submodule ofM/N , as desiredM/N
is φ-Bézout.

If R ∈ H and S be a multiplicative subset of R, then it’s easy to establish that S−1R ∈ H.

Next, Theorem 3.6 establishes that the φ-Bézout modules are closed by localization.

Theorem 3.6. LetR be aφ-ring and S be a multiplicative subset ofR. IfM is aφ-BézoutR-module, then
S−1M is a φ-Bézout (S−1R)-module.

Proof. LetM be a φ-Bézout R-module and S−1N be a φ-submodule of S−1M whereN is a submodule
of M. It is easy to establish that N is a φ-submodule of M, thus N is a cyclic R-module and so S−1N
is a cyclic (S−1R)-module, as desired S−1M is a φ-Bézout (S−1R)-module.

Next, attention is paid to the localization of φ-Bézout rings. Using Theorem 3.6, we obtain imme-
diately.

Corollary 3.7. If R is a φ-Bézout ring and S is a multiplicative subset of R, then S−1R is a φ-Bézout ring.

Proof. Straightforward.

Now, we study the transfer of being a φ-Bézout rings in the amalgamation algebra along an ideal.

The following Theorem 3.8 characterizes when an amalgamation algebra along a nonnil ideal is a
φ-Bézout ring.

Theorem 3.8. Let A and B two rings and f : A −→ B be a ring homomorphism. Let J be a nonnil ideal
of B. Set, f̄ : A −→ B/N (J) defined by: f̄ (a) = f (a) +N (J), for all a ∈ A. If A ./f J is a φ-ring, then the
following statements are equivalent:

1. A ./f J is a φ-Bézout ring,

2. A ./f̄ J
N (J) is a Bézout domain,
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3. f −1(J) = {0} and f̄ (A) + J/N (J) is a Bézout domain.

Proof. 1) =⇒ 2) Assume that A ./f J is a φ-Bézout ring. Since A ./f J ∈ H, we get A is an integral
domain by Theorem 2.2 and so Nil(A ./f J) = 0×N (J). As A ./f J is a φ-Bézout ring, we get A./f J

0×N (J) is a

Bézout domain. Therefore, A ./f̄ J
N (J) is a Bézout domain by Lemma 2.7.

2) =⇒ 1) Straightforward by Lemma 2.7 and [2, Theorem 3.3].
2) =⇒ 3) Assume that A ./f̄ J/N (J) is a Bézout domain. From [11, Proposition 5.2] and Lemma

2.6, f −1(J) = 0 and f̄ (A) + J/N (J) is an integral domain. From [11, Proposition 5.1] f̄ (A) + J/N (J) �
A ./f̄ J/N (J), as desired f̄ (A) + J/N (J) is a Bézout domain.

3) =⇒ 2) By Lemma 2.6 we have f̄ −1(J/N (J)) = 0 and from [11, Proposition 5.1] we get f̄ (A) +
J/N (J) � A ./f̄ J/N (J) which is a Bézout domain, as desired.

Corollary 3.9. Let R be an integral domain. Then R [X] is a φ-Bézout ring if and only if R [X] is a Bézout
domain.

Proof. By Theorem 2.3, R [X] is a φ-ring and R [X] � R ./j J where J = XR [X] and j : R ↪→ R [X]. Since
J 1Nil(R [X]),R [X] is φ-Bézout ring if and only if R ./j J is a Bézout domain by Theorem 3.8.

Next, Theorem 3.10 study the transfer of being a φ-Bézout ring between a φ-ring A and amalga-
mation algebra along a nil ideal A ./f J .

Theorem 3.10. Let A and B two rings and f : A −→ B be a ring homomorphism. Let J be a nil ideal of
B. If A ./f J is a φ-ring, then the following statements are equivalent:

1. A ./f J is a φ-Bézout ring,

2. A is a φ-Bézout ring.

Proof. Since J ⊂Nil(B), we getN (J) = J . It is easy to see thatNil(A ./f J) =Nil(A) ./f J . Therefore,A ./f

J is a φ-Bézout ring if and only if A./f J
Nil(A)./f J

is a Bézout domain if and only if A
Nil(A) is a Bézout domain,

if and only if A is a φ-Bézout ring.

The following Corollary 3.11 study the transfer of being a φ-Bézout ring to trivial extensions.

Corollary 3.11. Let R ∈ H and M be a φ-divisible R-module. The following statements are equivalent:

1. R ∝M is a φ-Bézout ring,

2. R is a φ-Bézout ring.

Proof. First R ∝ M is a φ-ring. In addition,R ∝ M � R ./j J where J = 0 ∝ M ⊂ Nil(R ∝ M) and
j : R ↪→ R ∝M such that j(r) = (r,0) for all r ∈ R. By Theorem 3.10,R ∝M is a φ-Bézout ring if and
only if so is R.

Theorem 3.12. Every φ-Bézout ring is a φ-Prüfer.

Proof. Straightforward since every Bézout domain is Prüfer.

The following Example 3.13 establishes that the converse of Theorem 3.12 is not true in general.

Example 3.13. If D be a Noetherian and Prüfer domain which is not a principal ideal domain (for
example set D = Z

[√
−5

]
), then R :=D ∝ qf (D) is an example of φ-Prüfer ring which is not φ-Bézout.
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Proof. First, we have R/Nil(R) � D since Nil(R) := 0 ∝ qf (D). Therefore, R is a φ-Prüfer ring
by Corollary 2.11. Denote that D is never a Bézout domain since it is not a principal ideal do-
main. Therefore, R is not a φ-Bézout ring by Corollary 3.11, as desired.

It is easy to establish that every φ-Bézout ring is nonnil-Noetherian. The following Example 3.14
gives a nonnil-Noetherian ring which isn’t a φ-Bézout ring.

Example 3.14. The ring R = Z [X] ∝ qf (Z [X]) is a nonnil- Noetherian ring which isn’t a φ-Bézout
ring since Z [X] is a Noetherian domain which is not a principal ideal domain.

Acknowledgment. The author would like to express his sincere thanks to the referee for his/her
helpful suggestions and comments, which have greatly improved this paper.
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Introduction

An integral domain D with quotient field K is said to be completely integrally closed (for short, CIC)
if for any element x of K and for any nonzero element d of D such that dxn ∈ D for all n > 1, x
necessarily belongs to D; or equivalently, D contains all elements x of K such that D[x] is contained
in a finitely generated D-module. It is well known that completely integrally closed domains are
integrally closed, and valuation domains are completely integrally closed if and only if they have
rank at most one as proved in [9, Theorem 17.5]. Moreover, it is worth mentioning that the inter-
section of any family of completely integrally closed domains with the same quotient field, or more
generally, contained in some large given field, is still completely integrally closed. Consequently,
Krull domains form a (proper) subclass of completely integrally closed domains. Furthermore, we
note that a quotient ring of a completely integrally closed domain need not be completely integrally
closed. Indeed, the ring Z[X] is known to be completely integrally closed but the quotient ring
Z[X]/(X2 + 3) ' Z[

√
−3] is not (it is, a fortiori, not integrally closed). Motivated by this last fact, we

introduce the notion of residually completely integrally closed ring. We say that a ring R is residually
completely integrally closed (for short, RCIC) if the integral domain R/P is CIC for all prime ideals P
of R; or equivalently, R/P is a CIC domain for all non-maximal prime ideals P of R. Trivially, any ring
of (Krull) dimension 0 is an RCIC ring. Additionally, RCIC domains form a subclass of CIC domains,
and one-dimensional CIC domains must be RCIC. On the other hand, the above example leads also
to consider the notion of residually integrally closed rings. In a similar way, a ring R is said to be
residually integrally closed (for short, RIC) if R/P is an integrally closed domain for all prime ideals P
of R. From the fact that any completely integrally closed domain is integrally closed, it follows that
the class of RIC rings includes that of RCIC rings. But, an RIC ring need not be RCIC. As a matter
of fact, take any Prüfer domain that is not CIC (for example, Z+XQ[X]) because any Prüfer domain
is always integrally closed and the property of being Prüfer domain is stable under homomorphic
image.
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In this paper, we investigate the transfer of the residually (completely) integrally closed to various
contexts of constructions. Among other things, we show that any homomorphic image of an RCIC
ring is always an RCIC ring (Proposition 1.4), and that the finite direct product of RCIC rings is
again an RCIC ring (Proposition 1.6). Also, we characterize RCIC rings issued from Nagata ring,
amalgamated duplications of rings and trivial ring extensions (Theorems 1.7 and 1.11). Next we
establish some necessary and sufficient conditions for an amalgamation of rings to be an RCIC ring
(Proposition 1.12). Then, we generalize the results concerning RCIC rings to the case of RIC rings
(Proposition 1.15, Theorem 1.17 and Proposition 1.18). Moreover, we show that being RIC is pre-
served under flat overring extensions (Proposition 1.19).

Throughout this paper all rings are assumed to be commutative with identity, all modules are
unitary and also all homomorphisms are unital. The symbol ⊂ (resp., ⊆) denotes the proper (resp.,
large) containment.

1 Residually (completely) integrally closed rings

We begin by recalling some well known facts about CIC domains.
— [9, Theorem 13.1(2)] Any CIC domain is integrally closed.
— [9, Theorem 17.5] A valuation domain is CIC if and only if it has rank at most one.
— [9, Theorem 23.4(3)] One-dimensional Prüfer domains are CIC.
— [9, Exercise 11, page 145] For any subfield L of the quotient field of a CIC domain D, the intersec-
tion D ∩L is a CIC domain.
— [13, Corollary 7] For any CIC domain D, the Nagata ring D(X) is also CIC.
— [1, Theorem 2.7] For any extension of integral domains A ⊆ B, the integral domain A +XB[X] is
CIC if and only if so is A and A = B.

We next state the principal definition of this paper as stated in the introduction.

Definition 1.1. A ring R is said to be residually completely integrally closed (for short, RCIC) if the
integral domain R/P is CIC for all prime ideals P of R.

Remark 1.2. (1) It is worth noting that RCIC rings can be characterized by replacing prime ideals
with non-maximal prime ideals in the previous definition, since the integral domain R/M is a field
for any maximal ideal M of R.

(2) Any RCIC domain is always a CIC domain, and the converse holds for one-dimensional do-
mains. Therefore, every one-dimensional Prüfer domain is an RCIC domain. Consequently, the class
of RCIC rings contains Dedekind domains, and, moreover, the integral domain D +XK[X] is never
RCIC when D is an integral domain different from its quotient field K .

(3) It is clear that finite rings and 0-dimensional rings are RCIC rings but not conversely. Indeed,
the ring of integers Z is an example of an RCIC ring that is neither finite nor 0-dimensional.

(4) As mentioned in the introduction, the ring Z[X] is a CIC domain that is not RCIC. Moreover,
an RCIC ring is not necessarily a CIC domain. For instance, consider any 0-dimensional ring R that
is not a field, such as R :=

∏∞
n=0F2 (the infinite product of copies of F2). In this case, R is an RCIC

ring that is not CIC since any 0-dimensional domain must be a field.
(5) A two-dimensional Prüfer domain is RCIC if and only if it is CIC. To see this, it suffices to

prove the reverse implication. Let D be a CIC Prüfer domain of (Krull) dimension 2, and let P be a
non-maximal prime ideal of D. Since the height of P is at most one, we have either D/P ' D or D/P
is a one-dimensional Prüfer domain. In both cases, the integral domain D/P is CIC, and thus, D is
an RCIC domain.

The previous remarks yield the following examples:
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Example 1.3. (1) For any field K , the rings K[X] and K[[X]] are both RCIC and CIC.
(2) Consider the ring D := Int(Z), which is the ring of integer-valued polynomials. It is well known

that D is a two-dimensional Prüfer domain that is also CIC. Hence, from Remark 1.2(5), we conclude
that D is an RCIC ring.

In what follows, we show that the class of RCIC rings is closed under homomorphic images.

Proposition 1.4. Let R be a ring. Then R is an RCIC ring if and only if so is R/I for each ideal I of R.

Proof. Assume that R is an RCIC ring, and let Q be a prime ideal of R/I . We have Q is of the form
P /I , where P is a prime ideal of R containing I . Since R is an RCIC ring, R/P is a CIC domain, and
hence (R/I)/Q = (R/I)/(P /I) ' R/P is also a CIC domain. Thus, R/I is an RCIC ring. The converse is
trivial.

Let us provide some additional remarks regarding Proposition 1.4.

Remark 1.5. (1) It is important to note that in Proposition 1.4, the statement “each ideal I of R”
cannot be replaced by “each nonzero ideal I of R”. To illustrate this, consider a two-dimensional
valuation domain (V ,M) and a nonzero ideal I of V . According to [9, Theorem 17.5], V is not a CIC
domain, and therefore it is not an RCIC ring (since RCIC domains are CIC). However, the prime
ideals over I can be M or P , where P is the only height-one prime ideal of V . Thus, V /M is a field
and V /P is a one-dimensional valuation domain, and therefore V /I is RCIC for all nonzero ideals I
of V .

(2) It is worth mentioning that ifR[X] is an RCIC ring, Proposition 1.4 ensures thatR ' R[X]/XR[X]
is also an RCIC ring. However, the converse is not true in general. For instance, Z is an RCIC ring,
but Z[X] is not (as noticed before).

Next, we study the transfer of the RCIC property to finite direct product of rings.

Proposition 1.6. Let {Rk}16k6n be a finite set of rings. Then
∏n
k=1Rk is an RCIC ring if and only if so is

each Rk .

Proof. By induction on n it suffices to prove the result for the case of two rings, say R and S.
Assume that R× S is an RCIC ring, and let P be a prime ideal of R. Since P × S is a prime ideal of

R× S, we have that (R× S)/(P × S) is a CIC domain. Then R/P ' (R× S)/(P × S) is also a CIC domain,
which implies that R is an RCIC ring. By a symmetry argument, we can prove that S is an RCIC ring.

Conversely, assume that R and S are both RCIC rings, and let I be a prime ideal of R × S. We
have I is of the form P × S or R×Q, where P is a prime ideal of R and Q is a prime ideal of S. Since
R and S are RCIC rings, R/P and S/Q are CIC domains, and then so are (R × S)/(P × S) ' R/P and
(R × S)/(R ×Q) ' S/Q. Therefore, (R × S)/I is a CIC domain, which implies that R × S is an RCIC
ring.

The following theorem shows that the RCIC property is conserved between a ring and its Nagata
ring. Recall that the Nagata ring of a ring R, denoted by R(X), is defined as follow

R(X) :=
{
f

g
; f ,g ∈ R[X] and c(g) = R

}
,

where X is an indeterminate over R and c(g) is the ideal of R generated by the coefficients of g.

Theorem 1.7. For a ring R, the Nagata ring R(X) is RCIC if and only if so is R.

To prove this result, we require the following two lemmas.
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Lemma 1.8. Let D be an integral domain. Then D(X) is a CIC domain if and only if so is D.

Proof. The direct implication follows from the equality D = D(X)∩K , where K is the quotient field
of D. The converse is proved in [13, Corollary 7].

Lemma 1.9 ([10, Theorem 14.1]). Let R be a ring. Then there is a one-to-one correspondance between the
prime ideals of R and the prime ideals of R(X) given by P ←→ P R(X). Moreover, for each prime ideal P of
R, R(X)/P R(X) ' (R/P )(X).

Proof of Theorem 1.7. Assume that R(X) is an RCIC ring, and let P be a prime ideal of R. By Lemma
1.9, we have P R(X) is a prime ideal of R(X), and then R(X)/P R(X) is a CIC domain because R(X) is an
RCIC ring. Again by Lemma 1.9, we have R(X)/P R(X) ' (R/P )(X). Thus, (R/P )(X) is a CIC domain,
forces that R/P is also a CIC domain. Therefore, R is an RCIC ring.

Conversely, assume that R is an RCIC ring, and let Q be a prime ideal of R(X). By Lemma 1.9,
there exists a prime ideal P of R such that Q = P R(X) with R(X)/Q ' (R/P )(X). Since R is an RCIC
ring, R/P is a CIC domain and then it follows from Lemma 1.8 that (R/P )(X) is also a CIC domain.
Hence, R(X)/Q is a CIC domain, and therefore, R(X) is an RCIC ring.

Now, we will investigate the transfer of the RCIC property to trivial ring extensions and amalga-
mated duplications of rings. For a ring R, we recall the following two notions:

— The trivial ring extension of R by an R-module E is the ring denoted by R ∝ E, whose underlying
group is R×E with multiplication given by (r, e)(s, f ) = (rs, rf + se).
— The amalgamated duplication of R along an ideal I of R is a subring of R ×R, defined as R ./ I :=
{(r, r + i); r ∈ R and i ∈ I}.

To prove our next theorem, we need to describe the prime ideals of these two constructions. First,
we state the following lemma:

Lemma 1.10. Let R be a ring, E an R-module, and I an ideal of R. We have the following:

1. Each prime ideal P of R ∝ E is of the form P = P ∝ E for some prime ideal P of R. Moreover,
(R ∝ E)/P ' (R/P ).

2. Each prime ideal P of R ./ I is of the form {(i, i + r); i ∈ I and r ∈ P } or {(i + r, i); i ∈ I and r ∈ P },
where P = P ∩R. Moreover, in both cases, (R ./ I)/P ' (R/P ).

Proof. See [2, Theorem 3.2(2)] and [7, Proposition 2.2].

Theorem 1.11. For any ring R, the following statements are equivalent:

1. R is RCIC;

2. The trivial ring extension R ∝ E is an RCIC ring, for every R-module E;

3. The amalgamated duplication R ./ I is an RCIC ring, for every ideal I of R.

Proof. The implications (2)⇒ (1), and (3)⇒ (1) follow directly from Proposition 1.4 and the fact that
(R ∝ E)/({0} ∝ E) ' R and (R ./ I)/({0} × I) ' R.

(1)⇒ (2) Assume that R is an RCIC ring and let Q be a prime ideal of R ∝ E. By Lemma 1.10(1),
there is a prime ideal P of R such that Q = P ∝ E. Since R is an RCIC ring, R/P is a CIC domain and
then so is (R ∝ E)/Q = (R ∝ E)/(P ∝ E) ' (R/P ). Thus R ∝ E is an RCIC ring.

(1)⇒ (3) Assume that R is an RCIC ring and letQ be a prime ideal of R ./ I . Set P :=Q∩R. Then it
follows from Lemma 1.10(2) thatQ is of the form {(i, i+r); i ∈ I and r ∈ P } or {(i+r, i); i ∈ I and r ∈ P },
and so, in both cases, we have: (R ./ I)/Q ' (R/P ). Since R is an RCIC ring, R/P is a CIC domain and
then so is (R ./ I)/Q. Therefore R ./ I is an RCIC ring.



On Residually (Completely) Integrally Closed Rings 191

To treat the transfer of the RCIC property to amalgamation construction, we need first to recall
the definition of amalgamated algebras along an ideal as presented in [5].

Let R and S be two rings, f : R → S a ring homomorphism and J an ideal of S. The following
subring of R× S:

R ./f J = {(r, f (r) + j); r ∈ R and j ∈ J},

is called the amalgamation of R with S along J with respect to f . Notably, if R = S, f = ι (the identity
of R) and J = I , then R ./f J corresponds precisely to the amalgamated duplication of R along I ,
denoted as R ./ I . For more details on amalgamated algebra, the reader may consult the survey paper
[8].

We now present the following proposition, which provides necessary and sufficient conditions for
an amalgamation to be an RCIC ring. Here, Nil(R) and Jac(R) denote the nilradical and the Jacobson
radical of a ring R, respectively.

Proposition 1.12. Let R and S be two rings, f : R→ S a ring homomorphism, and J an ideal of S. The
following statements hold:

1. If R ./f J is an RCIC ring then R and f (R) + J are RCIC rings.

2. If f −1(J) = {0}, then R ./f J is an RCIC ring if and only if so is f (R) + J .

3. If either J ⊆Nil(S) or J ⊆ Jac(S), then R ./f J is an RCIC ring if and only if so is R.

Proof. (1) Assume that R ./f J is an RCIC ring. By Proposition 1.4, we deduce that (R ./f J)/(0× J) ' R
and (R ./f J)/(f −1(J)× 0) ' f (R) + J are RCIC rings.

(2) If f −1(J) = 0, then it follows from [5, Proposition 5.1(3)] that R ./f J ' f (R) + J .
(3) Assume that J ⊆ Nil(S) or J ⊆ Jac(S). From [6, Proposition 2.6], we infer that every prime

ideal of R ./f J is of the form P ./f J for some prime ideal P of R. Since (R ./f J)/(P ./f J) ' R/P ,
(R ./f J)/(P ./f J) is a CIC domain if and only if so is R/P . Thus, we conclude that R ./f J is an RCIC
ring if and only if so is R, as desired.

We next investigate the transfer of the residually integrally closed property to some remarkable
ring extensions. First, we introduce the notion of residually integrally closed rings.

Definition 1.13. A ring R is said to be residually integrally closed (for short, RIC) if, for each prime
ideal P of R, the integral domain R/P is integrally closed.

Remark 1.14. (1) Note that the class of RIC rings includes RCIC rings and Prüfer domains.
(2) It is clear that RIC domains are integrally closed. Conversely, one-dimensional integrally closed

domains are RIC.
(3) Any RCIC ring is RIC, but the converse is not true in general. For instance, let D = Z+XQ[X]

which is a Prüfer domain and then it is RIC. However, D is not RCIC since it is not CIC, as asserted
in [1, Theorem 2.7].

In the following, we consider transferring the RIC property to localization and finite direct prod-
uct.

Proposition 1.15. For any two rings R and S, we have:

1. If R is an RIC ring, then T −1R is an RIC ring for any multiplicative subset T of R.

2. The direct product R× S is an RIC ring if and only if so are R and S.
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Proof. (1) Assume that R is an RIC ring, and let T be multiplicative subset T of R andQ a prime ideal
of T −1R. Then Q is of the form T −1P for some prime ideal P of R with P ∩ T = ∅. Since R is an RIC
ring, R/P is an integrally closed domain. As the property of being integrally closed is stable under
localization, T

−1
(R/P ) is integrally closed, where T denotes the natural image of T in R/P , and hence

T −1R/Q is also integrally closed because T −1R/T −1P ' T −1
(R/P ). Thus, T −1R is an RIC ring.

(2) The proof of this statement is similar to that of Proposition 1.6.

As a quick consequence of Proposition 1.15(2), we have the following:

Corollary 1.16. Let {Rk}16k6n be a finite set of rings. Then
∏n
k=1Rk is an RIC ring if and only if so is each

Rk .

In the remainder of this section, we examine the transfer of the RIC property in various ring
extensions.

Theorem 1.17. For any ring R, the following statements are equivalent:

1. R is an RIC ring;

2. R is an locally RIC ring (that is, RP is an RIC ring, for every prime ideal P of R);

3. RM is an RIC ring, for every maximal ideal M of R;

4. R/I is an RIC ring, for every ideal I of R;

5. The Nagata ring R(X) is RIC;

6. The trivial ring extension R ∝ E is an RIC ring, for every R-module E;

7. The amalgamated duplication R ./ I is an RIC ring, for every ideal I of R.

Proof. The proof of the equivalences (1) ⇔ (4) ⇔ (5) ⇔ (6) ⇔ (7) are similar to the case of RCIC
rings.

The implication (1)⇒ (2) follows from Proposition 1.15(1), and (2)⇒ (3) is trivial.
To prove (3)⇒ (1), assume that RM is an RIC ring for every maximal ideal M of R, and let P be a

non-maximal prime ideal of R. Using the fact that the integrally closed property is a local property,
we need to check that (R/P )M is integrally closed for all maximal ideals M of R/P . Let M be a
maximal ideal of R/P . Then M =m/P for some maximal ideal m of R containing P . Since Rm is RIC,
we have (R/P )M ' Rm/Pm is an integrally closed domain, which implies that R/P is also integrally
closed. Thus, R/I is an RIC ring, and this completes the proof.

Proposition 1.18. Let R and S be two rings, f : R→ S a ring homomorphism, and J an ideal of S. The
following statements hold:

1. If R ./f J is an RIC ring then so are the rings R and f (R) + J .

2. If f −1(J) = {0}, then R ./f J is an RIC ring if and only if so is f (R) + J .

3. If either J ⊆Nil(S) or J ⊆ Jac(S), then R ./f J is an RIC ring if and only if so is R.

4. If J is a maximal ideal and R ./f J is an RIC ring, then R and S are RIC rings.

Proof. The statements (1), (2) and (3) are similar to the case of RCIC rings.
(4) Assume that J is a maximal ideal and R ./f J is an RIC ring. From statement (1), we conclude

that R is RIC. Furthermore, since J is maximal, we haveQ
f

:= {(r, f (r)+j); r ∈ R, j ∈ J and f (r)+j ∈Q}
is a prime ideal of R ./f J for each prime ideal Q of S. Using Proposition 1.15(1), we deduce that
(R ./f J)

Q
f ' SQ is an RIC ring, and therefore by Theorem 1.17, S is an RIC ring.
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Inspired by [12], we can establish that the RIC property is preserved under flat overrings. To prove
this, we need to recall the notion of generalized transform of a ring with respect to a generalized
multiplicative system.

Let R be a ring with the total quotient ring K , I an ideal of R, and S a generalized multiplicative
system of R, i.e., S is a multiplicative set of ideals of R. The S-transform of R (or the generalized
transform of R with respect to S) is an overring RS := {x ∈ K ; xA ⊆ R for some A ∈ S}. Moreover,
IS := {x ∈ K ; xA ⊆ I for some A ∈ S} is an ideal of RS containing I . Here, an overring of a ring R refers
to a subring of K that contains R.

Proposition 1.19. Let R be a ring. Then R is an RIC ring if and only if any flat overring T of R is RIC.

Proof. We will only prove the direct implication. Assume that R is an RIC ring, and let T be a flat
overring of R andM a maximal ideal of T . Set P :=M∩R. By [3, Theorems 1.1 and 1.3], there exists a
generalized multiplicative system S of R such that T = RS andM = PS . Furthermore, we can suppose
that any generalized multiplicative system of R is saturated, as stated in [4, Proposition 4.6]. Then
it follows from [4, Theorem 4.12] that TM = (RS )PS ' RP . Since R is an RIC ring, RP is also an RIC
ring, and hence TM is an RIC ring. Thus by Theorem 1.17, we conclude that T is an RIC ring, as
desired.

Remark 1.20. It is worth noting that the previous proposition cannot be extended to the general case
of a flat ring extension. Indeed, consider the ring Z, which is an RIC domain. As mentioned in the
introduction, Z[X] is not an RIC. However, the ring extension Z ↪→Z[X] is flat.

2 Further generalization

In this section, we aim to show that the previously established results hold in a more general context
by considering a specific property X of integral domains instead of the notion of a (completely)
integrally closed domain. To do this, we need to introduce the following definitions:
— A ring R is said to be residually X if the integral domain R/P has the property X , for all prime
ideals P of R.
— A ring R is said to be totally X if RP is a residually X ring, for all prime ideals P of R.
— We say that X has a good behavior under integral extensions if, for any integral extension of domains
R ⊆ S, we have R is an X domain if and only if so is S.
— We say that X has a good behavior under Nagata ring, if the integral domains D and D(X) simulta-
neously have the same property X .

Theorem 2.1. Let X denote a property of integral domains, and let R and S be two rings. We have:

1. If R is a residually X ring then so is R/I , for each ideal I of R.

2. The direct product R× S is a residually X ring if and only if so are R and S.

3. The following statements are equivalent:

(a) R is a residually X ring;

(b) The trivial ring extension R ∝ E is a residually X ring, for every R-module E;

(c) The amalgamated duplication R ./ I is a residually X ring, for every ideal I of R.

4. Assume that X is stable under localization. If R is a residually X ring then so is T −1R for each
multiplicative subset T of R.
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5. Assume that X has a good behavior under integral extensions. If R ⊆ S is an integral extension
of rings, then R is a residually X ring if and only if so is S.

6. Let f : R→ S be a ring homomorphism and J an ideal of S.

(a) If R ./f J is a residually X ring then so are the rings R and f (R) + J .

(b) If either J ⊆Nil(S) or J ⊆ Jac(S), then R ./f J is a residually X ring if and only if so is R.

(c) If X has a good behavior under integral extensions, then R ./f J is a residually X ring if
and only if so are the rings R and f (R) + J .

7. Assume that X has a good behavior under Nagata ring. Then R is a residually X ring if and
only if so is R(X).

Proof. The proofs of (1), (2), and (3) are similar to those of Propositions 1.4 and 1.6, and Theorem
1.11.

The proof of (4) is similar to the case of RIC rings.
(5) Assume that R is a residually X ring and let Q be a prime ideal of S. Since R/(Q∩R) ⊆ S/Q is

an integral extension and R/(Q∩R) is an X domain, it follows that S/Q is also an X domain. Thus, S
is a residually X ring.

Conversely, assume that S is a residually X ring and let P be a prime ideal of R. By Lying-Over,
there is a prime ideal Q of S such that P = Q ∩ R, and so S/Q is an X domain. Moreover, since
R/P ⊆ S/Q is an integral extension, R/P is an X domain, and therefore R is a residually X ring.

(6) The statements (a) and (b) are similar to those of Proposition 1.12.
(c) It is well known that the ring A × (f (A) + J) is integral over A ./f J , as asserted in [6, Lemma

3.3]. Then by statement (5), A ./f J is a residually X ring if and only if so is A × (f (A) + J), and thus
the conclusion follows from statement (2).

(7) The proof of this statement is similar to that of Theorem 1.7.

Theorem 2.2. Let X denote a property of integral domains which is stable under localization. For
any ring R, the following statements are equivalent:

1. R is a totally X ring;

2. RP is a totally X ring, for every prime ideal P of R;

3. RM is a totally X ring, for every maximal ideal M of R;

4. Any flat overring T of R is totally X (in particular, every localization of a totally X ring is totally
X );

5. R/I is a totally X ring, for every ideal I of R;

6. The trivial ring extension R ∝ E is a totally X ring, for every R-module E;

7. The amalgamated duplication R ./ I is a totally X ring, for every ideal I of R.

Proof. The proof of (1)⇒ (2) is similar to that of Proposition 1.15(1).
The implications (2)⇒ (3), (4)⇒ (1), and (5)⇒ (1) are straightforward.
(3) ⇒ (1) Assume that RM is a totally X ring for every maximal ideal M of R and let P be a

nonmaximal prime ideal of R. Then there exists a maximal ideal M of R such that P ⊂M. So, from
the fact that the localization of a residually X ring is still residually X (see Theorem 2.1(4)), it follows
that (RM )P RM = RP is a residually X ring, and hence R is a totally X ring.
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(1) ⇒ (4) Assume that R is a totally X ring, and let T be a flat overring of R and M a maximal
ideal of T and set P := M ∩ R. Then by [3, Theorem 1.3], there exists a generalized multiplicative
system S of R such that T = RS and AT = T for all A ∈ S . Also by [3, Theorem 1.1] we have M = PS .
It follows from [4, Proposition 4.6] that we may assume that any generalized multiplicative system
of R is saturated in this situation. Thus by [4, Theorem 4.12] there is an isomorphism (RS )PS ' RP .
Since R is totally X , RP is a residually X ring and then so is TM . Therefore T = RS is totally X by the
implication (3)⇒ (1).

(1) ⇒ (5) Assume that R is a totally X ring and let M be a maximal ideal of R/I . Then M = m/I
for some maximal ideal m of R containing I . Since R is totally X and m is a maximal ideal of R, Rm
is residually X , and then it follows from Theorem 2.1(1) that (R/I)M ' Rm/Im is also a residually X
ring. Therefore by the implication (3)⇒ (1), R/I is a totally X ring.

The implications (6)⇒ (1) and (7)⇒ (1) follow from Theorem 2.1(1) and the fact that (R ∝ E)/({0} ∝
E) ' R and (R ./ I)/({0} × I) ' R.

(1)⇒ (6) Assume that R is a totally X ring and let M be a maximal ideal of R ∝ E. By [2, Theorem
3.2], there is a maximal ideal m of R such that M = m ∝ E. Since R is a totally X ring, Rm is a
residually X ring and then so is (R ∝ E)M = (R ∝ E)(m∝E) ' Rm ∝ Em by Theorem 2.1(4). Thus, R ∝ E
is a totally X ring.

(1) ⇒ (7) Assume that R is a totally X ring and let M be a maximal ideal of R ./ I . Then by [7,
Proposition 2.2],M is of the form {(i, i+r); i ∈ I and r ∈m} or {(i+r, i); i ∈ I and r ∈m}withm =M∩R.
So, we discuss the following two cases:

Case 1: I ⊆m. Since R is totally X , Rm is residually X and then it follows from Theorem 2.1(3) and
[7, Proposition 2.2] that (R ./ I)M ' Rm ./ Im is residually X .

Case 2: I * m. Then by Theorem 2.1(3) and [7, Proposition 2.2], (R ./ I)M ' Rm is residually X
because Rm is residually X .

Therefore, R ./ I is a totally X ring.
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Abstract. We provide a fast multiplication algorithm for a certain class of square sparse matrices that are commonly used in image
processing. In order to compare our approach with the standard algorithms, we will use two working sets: SuitSparse Matrix Collection
and Anonymous MRI Brain Scan Images Database. The evaluations show that our algorithm has up to 75 times better time-efficiency
and an improvement between 21% and 96% of memory-efficiency. *
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Introduction
When solving different problems from economy, technical fields, social environment, optimization, as well as in modelling or

simulating industrial and specially technological processes (such as images processing), it is necessary to determine the mathematical
model that describes the problem itself. This leads to finding some mathematical object that usually involves binary operations with
linear algebraic equation systems in which each of the associated coefficient matrix is a sparse matrix (i.e., contains relatively few non-
zeros entries). Sparse matrix algorithms have become a must-have in many fields for improving computational efficiency and resource
optimization. They have completely changed the way numerical computations are done. These algorithms take advantage of the fact
that matrices are naturally sparse to speed up operations, which has big benefits for memory use and computing speed. For a deeper
and comprehensive reading, we refer to the few papers [2, 4, 8, 1, 3, 5].

In medical imaging, sparse matrix operations are often used to speed up the process of making high-resolution images from low-
resolution or incomplete measurements. A lot of medical images have a sparse representation in a transform domain, like wavelets,
Fourier, or dictionary learning. Sparse matrix operations take advantage of this. Sparse matrix operations can cut down on the number
of measurements needed for accurate reconstruction by putting a sparsity constraint on the image coefficients. This saves time, lowers
noise, and improves image quality. Along with other methods like parallel imaging, compressed sensing, and deep learning, sparse
matrix operations can also be used together to make medical image reconstruction even better. For more details on this application of
spares matrices, see [14, 15, 16, 12, 9, 10, 11] among other contributions.

Now, from the practical point of view the analysis of that equation systems produces very large mathematical models that may
involve linear algebraic equation systems that can include thousands of equations. Consequently, the mathematical models of many
real processes produce a large number of variables and constraints which contributes to the sparsity phenomenon of a matrix: Most of

*Research partially supported by the grant MTM2016-77033-P, PID2021128970OA-I00, PID2020-116567GB-C22 from the Span-
ish Ministerio de Economía y Competitividad MCIN/AEI/10.13039/501100011033 and the European Union FEDER.
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the entries are zero and are not connected between each other. From a computational perspective, such systems require a lot of memory
to represent them, and a lot of time to provide a solution to the equation system. Thus, from this point of view, a “fast implementation”
of binary operations with sparse matrices seems to be the most desirable task to achieve.

Taking notice of the sparsity property of the matrix can result in a more efficient approach, implying the development of specific
applications that use a special data representation/structure. This will save memory and reduce the run time.

The main purpose of this paper is to give an algebraic and implementation approaches to an efficient computer representation of
square sparse matrices. This format will be referred to as Sparse Matrix Format (SMF for short). The second objective is to introduce
and implement efficient algorithms for the associated binary arithmetic operations to this particular matrix format: multiplication,
transposing, summation and subtraction.

Moreover, the SMF proposal is compared, in terms of memory use and run time, to the classical matrix representation and associated
operations to ensure its efficiency and its practical applicability, especially in images processing. More precisely, considering the
different existing approaches to find an efficient memory format for large sparse matrices, this note proposes a different representation
format, that can be seen as a combination of the already existing formats in the literature. Roughly speaking, there are two classical
approaches for representing sparse matrices:

• The static approach, in which the memory allocation is done in the compilation phase. This approach assumes that the pro-
grammer knows with a good precision the maximum number of non-zero entries

• The dynamic approach, in which the memory allocation is done during the execution phase of program. In this case it is not
necessary to know the number of non-zero elements. This approach is, consequently, the one that we have implemented.

Usually for identifying the non-zero entries two indices are used, for row and for column. Firstly, we propose a way to use only one
index which contains information for both row and column number (in some sense we “linearise” the matrix, converting it to a “one
dimensional” array). For each non-zero entry it is attached an integer number, an aggregated index, from which both the row and the
column can be determined. In this way the arithmetic binary operations on SMF matrices become more intuitive and easily handleable,
specially the multiplication one.

To sum up the achievements to be presented in this work, a square sparse matrix of order n, with N number of non-zero entries, the
SMF data structure stores in memory 2N + n entries in comparison with the classical matrix format that stores n2 numbers which is
greater than or equal to N. Thus for matrices with N smaller than or equal to n(n+1)

2 the SMF uses less or equal memory compared to
the classical matrix format. In practice the big sparse matrices have less than 3% (see [7]) of the entries non-zero, so there is an obvious
improvement in memory use. In terms of run time, in image processing we have been able to achieve up to 75 times better timings.

The paper is organized as follows. Section 1 contains basic illustrative examples of sparse matrices. In Section 2, we give the
algebraic foundation behind the proposed algorithm that will be used in the forthcoming sections. The most striking idea here is
perhaps the interpretation of a square matrix cells, as arrows in certain groupoid of pairs† (for more details, see Remarks 2.2 and 2.3
below), which leads us to introduce the above terminology of Sparse matrix Format. The ordinary arithmetic operations: summation,
multiplication and transpose are then implemented, using C++ programming language, in Section 3. Lastly, Section 4 is devoted to the
efficiency of the implemented algorithms applied to sparse matrices extracted from large existing image databases. To do so we will
use two working sets: The first one is the set of SuitSparse Matrix Collection from The University of Florida Sparse Matrix Set taken
from [13], and the second one is an Anonymous MRI Brain Scan Images Database (University of Granada) taken from public health
sources.

1 Rappels on Sparse Matrices
The contains of this section is merely illustrative and perhaps folkloric, for more details we refer to [5]. All matrices handled below

are matrices with entries in the rig of positive integers N (except for the forthcoming sections, where we use matrices with entries in
the ring of integers).

1.1 Basic definitions and properties
Roughly speaking, a matrix is called a sparse matrix if most of its entries are zero, in comparison with a dense matrix, which has

the majority of its entries different than zero. In order to determine if a matrix is sparse or not, it is required to introduce the notion
of sparsity of a matrix. Following [7], the resulting rational number from the division of the number of all null-valued entries and the
total number of entries, is termed the sparsity of the matrix. The density of a matrix is defined as the division between non-zero and
total number of entries. In other words sparsity is equal to 1 minus density of a matrix. Using these definitions, a matrix is said to be
sparse, provided its sparsity is greater than 1

2 .
In practical applications there are encountered large sparse matrices with non-zero entries between 0.15% and 3%, the sparsity

varies form 0.97 to 0.9985.

†See [6, Definition 1.4 and Example 1.11] for the precise definition of this mathematical object.
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Table 1: List or Groups

1 9 2 8 3 4 5 6 7 3 2 1 7 1 3 6 2 1
1st row 2nd row 3rd row 4th row 5th row 6th row 7th row 8th row

Example 1.1. The 5 × 5-matrix exhibited in equation (1) below, provides an example of square matrix of order n = 5 with N = 7
non-zero entries out of 25. The sparsity and density are respectively calculated, as shown in equations (2) and (3). Since its sparsity
value is greater than 0.5, then the matrix is considered sparse.

A =


0 0 A13 0 0
0 0 A23 A24 0
0 0 0 0 0
0 A42 A43 0 0

A51 0 0 0 A55

 (1)

sparsity(A) =
(n2)−N

n2 =
(52)− 7

52

=
18
25

= 0.72 > 0.5
(2)

density(A) =
N
n2 =

7
25

= 0.28. (3)

1.2 Some classes of sparse matrices
Following the literature there at least three classes of sparse matrices, which we briefly recall below:

1.2.1 Band matrix
Roughly speaking, in band sparse matrices the non-zero values are somehow grouped around the main diagonal (see [5, §8.2]), like

the following 8× 8-matrix A:

A =



1 9 0 0 0 0 0 0
0 2 8 3 0 0 0 0
0 0 4 5 0 0 0 0
0 0 0 6 7 0 0 0
0 0 0 3 2 1 0 0
0 0 0 0 7 1 0 0
0 0 0 0 0 3 6 0
0 0 0 0 0 0 2 1


(4)

is a sparse matrix in which the non-zero elements are grouped on or near the main diagonal. A list (or group) is a chain of non-zero
consecutive entries in a given row. In this way the matrix A can be represented by its groups. Thus, the groups of this matrix are written
in Table 1.

1.2.2 Diagonal matrix
Diagonal matrices only have non-zero entries on the main or upper diagonal. For example the following matrix A:

A =



1 0 0 0 0 0
0 9 0 0 0 0
0 0 2 0 0 0
0 0 0 8 0 0
0 0 0 0 3 0
0 0 0 0 0 7


(5)

1.2.3 Permutation matrix
The permutation matrix has on each row or column only one non-zero entry whose value is 1, and all the rest being zeros. This matrix

is usefull in algebraic operations to permute the coordinates according to a previously established model. For instance, considering
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following matrix M:

M =


0 0 0 1 0
0 0 1 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1

 (6)

and the vector X = (1,2,3,4,5). By multiplying the two, a vector MX = (4,3,1,2,5) is obtained. The entries of X were rearranged
according to the values of one from matrix M. Of course, by multiplying M on the right by any square matrix, returns a matrix with the
same entries with reordered columns, as before.

Remark 1.2. As the reader could realize, the information carried by sparse matrices is concentrated in few of its entries, so that global
binary operations with these matrices generate quite a lot off useless partial operations that should be stored and remaining in the
memory without any benefit.

1.3 Sparse matrices in Computer Science
Sparse matrices are encountered in modeling or simulating processes from different fields like: industry, economics, technology,

social, etc (see [7]). Sparse matrices are the core of solving systems of linear equations. Therefore, some fields that widely use linear
algebra represented by sparse matrices are:

• modeling and simulation of large-scale systems: described by thousands of linear algebraic equations in form of large sparse
matrices

• computer graphics: adding and multiplying matrices is the most common operation in image processing

• recommendation systems or search engines: for instance links on the web are described in a sparse matrix, element (i, j) is
non-zero if web page i has a link to web page j. Examples of this such implementations: Google Ranking System or Facebook
Friend Relations.

• machine learning: in applied machine learning large sparse matrices are often used, for instance the correlation matrix or
stochastic matrix whose edges define a relation between data points.

The last two examples are in fact based on the incidence matrix of a given directed graph.

2 Sparse matrix format and the arithmetic foundations
Next it is detailed an algebraic definition and then implementation of Sparse Matrix Format, regarding only square matrices (see the

last paragraph of Remark 2.3 for the general case). The arithmetic operations with this new format are also treated in this section.

2.1 The SMF format of square matrices
Let n ∈ N \ {0} := N∗ be a non-zero positive integer. We denote by N′n := {1, · · · ,n} the set of integers 1 ≤ j ≤ n. There are bijective

maps:

N′n ×N
′
n

ψn // N′
n2

(i, j) � // (i− 1)n + j(
c(l) + 1,r(l)

)
l,�oo

(7)

where the positive integers c(l) and r(l), are uniquely computed from a given number l with 1 ≤ l ≤ n2, by using as follows the
Euclidean algorithm of division: (1) If 1 ≤ l < n, then the Euclidean algorithm says that l = 0.n + l. So we have c(l) = 0 and r(l) = l; (2)
If l is a multiple of n then l = kn, for some k, and we take c(l) = k − 1 while r(l) = n; (3) If n < l < n2 and l is not a multiple of n, then
c(l) and r(l) are exactly the quotient and the reminder after applying the Euclidean algorithm of division of l over n.

In other words, for each of such n, the inverse of ψn is given by equation (8).

ψ−1
n (l) =


(1, l) if 1 ≤ l ≤ n(
c(l) + 1,r(l)

)
if n < l ≤ n2 and l = c(l)n +

r(l), with 0 , r(l) < n(
c(l),n

)
if n < l ≤ n2 and l = c(l)n,

(8)
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Table 3: Vector form of the matrix (9)

Value 0 0 5 0 1 0 4 0 0 0 1 0 0 0 0 0 0 0 9 0 0 0 0 8 0
Index 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Useful to us is to consider the sets Nn := {0,1, · · · ,n−1}, for any n ∈ N∗, instead of N′n. In this case for a given n ∈ N∗ and employing
the bijections (7), up to the identification of N′n with Nn, we can list the elements of the set Nn2 in form of a n× n-square as follows:

0
1
2
...

n− 2
n− 1



0 1 · · · n− 1
n n + 1 · · · 2n− 1

2n 2n + 1 · · · 3n− 1
...

...
...

...

(n− 2)n (n− 2)n + 1 · · · (n− 1)n− 1
(n− 1)n (n− 1)n + 1 · · · n2 − 1


The elements of Nn2 are referred to as locations and/or indices.

The previous matrix format, will be our starting point in sorting out square matrices. Thus, for square matrices of order n, an
non-zero (i, j)-entry, where i stands for the row position and j the column one, and with 0 ≤ i, j ≤ n− 1, is stored in position (location
or index) i× n + j. We will use the notation: indexAi j := i× n + j, for a non-zero entry Ai j of a given n-square matrix A.

Example 2.1. For example, if n = 5,6, then the general list of indices are of the form:


0 1 2 3 4
5 6 7 8 9
10 11 12 13 14
15 16 17 18 19
20 21 22 23 24

 ,


0 1 2 3 4 5
6 7 8 9 10 11
12 13 14 15 16 17
18 19 20 21 22 23
24 25 26 27 28 29
30 31 32 33 34 35


and the following matrix:

A =


0 0 5 0 1
0 4 0 0 0
1 0 0 0 0
0 0 0 9 0
0 0 0 8 0

 (9)

is stored as shown in Table 2:

Table 2: Sparse Matrix Format of the matrix (9)

Values 5 1 4 1 9 8
Cumulative
index

2 4 6 10 18 23

Thus the index of the value 5 is the positive integer 2, and that of 4 is 6 and so on.

In this way, one can also write the whole matrix as a vector, for instance, the matrix of equation (9), has the vector form as indicated
in Table 3:

The above process can be also reversed, that is, one can recover the row and column positions of a given entry from its index. Thus,
the row position for any entry located in index k ∈ {0,1, · · · ,n2 − 1}, is calculated as the integer part (or floor function) of the ratio
between the indexAi j and n the size of the given matrix, as follows:

rowAi j =

⌊ indexAi j

n

⌋
= f loor(

indexAi j

n
), (10)

where the floor function takes as an input a real number x and gives as output the greatest integer less than or equal to x. For example
f loor(3,4) = 3 and f loor(3) = 3.

The column index for any entry of location k is calculated as the remainder of the division between the indexAi j and n, also known
as the modulo function:

colAi j = indexAi j −

⌊ indexAi j

n

⌋
= indexAi j modulo n. (11)
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From the implementation perspective, the advantage of this structure is that it uses only one index for each non-zero entry. On the
other hand there are two operations executed in order to find the row and column indexes.

The total number of words needed for this format to be stored in the memory can be calculated using the formula (12) below, while
the total number of words to store SMF on the disk is a little bit different and it is calculated using the subsequent formula (13):

DIMS MFmem = 2× n2 × density(A) + n (12)

DIMS MFdisk = 2× n2 × density(A) + 1 (13)

The division between the memory requirements of SMF and the classical format is:

rS MF = 2× density(A) +
1
n2 (14)

The upper limit for the density of a matrix for which this format is still memory efficient is density(A) = 0,5.

2.2 Arithmetic operations with sparse matrices in SMF format
The sum of two square matrices in their SMF format is not difficult and will not be discuss from the mathematical point of view, see

Section 3 below, however, for the implementation of these two arithmetic operations.
The transpose of a given matrix in it SMF format is formulated as follows. Assume we are working with square matrices of order n.

Chose a position k = i×n + j ∈ {0, · · · ,n2 −1}, where a certain matrix has a non-zero entry Ai j , 0, we know that this is the ( j, i)th-entry
of the transpose matrix, that is, the entry in location k = j× n + i. This in fact define a bijective map inv : Nn2 → Nn2 , k 7→ k, called the
inverse map. For example, if n = 5 then the table of inverses is given in Table 4.

Table 4: The inverse map for n = 5

k 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
k 0 5 10 15 20 1 6 11 16 21 2 7 12 17 22 3 8 13 18 23 4 9 14 19 24

For a large positive integer n, the algorithm in computing the outputs of the inverse map is based on the following observations: For
a position k ∈ {0, · · · ,n2 − 1}, we have the following equation (15).

k =


l if k = l× n, for some l ∈ Nn;
l′ × n + l if l×n < k ≤ (l+1)×n+1, and k =

l× n + l′, for some 1 ≤ l′ ≤ n− 1

(15)

The first case says that k belongs to block number l and it is occupying position 0 in this block. The second case says that k belongs
to block number l and it is located in position l′ ≥ 1.

This suggests that first we should provide n lists (or blocks) each of which have n elements and mark the position of k inside one of
these blocks. In this way, the inverse of k belong to the block enumerated by the position of k (inside its block) and located inside this
block by the position enumerated by the block of k. In other words, in order to compute the inverse of a given location we only need to
interchange the pair (position,block) by (block, position). For instance, if n = 5, the the blocks partitions are displayed as in Table 5.

Table 5: The inverse map by using blocks and positions: n = 5.

0 1 2 3 4

0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4

k
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4

k
0 5 10 15 20 1 6 11 16 21 2 7 12 17 22 3 8 13 18 23 4 9 14 19 24

Specifically, if we look at location k = 8, then it belongs to the second block and it is located in position enumerated by 3 in this
block. Thus, its inverse 8 is the location which belongs to the third block and occupy the second position in this block so that 8 = 16.
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Table 8: The SMF format of A and B

indices0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
A 0 0 5 0 1 0 4 0 0 0 1 0 0 0 0 0 0 0 9 0 0 0 0 8 0
B 0 1 0 2 1 0 0 0 2 0 0 6 0 0 0 0 0 5 1 0 0 7 0 0 0

The algorithm of computing the transpose of given square matrix in its SMF format, is then deduced by restricting the permutation
of Table 4, to the set of its indices. For example, given the square matrix of order 5 in (16), then, Table 6 shows how to apply this
algorithm to B, leading to the SFM format of the transpose of B as shown in Table 7.

B =


0 1 0 2 1
0 0 0 2 0
0 6 0 0 0
0 0 5 1 0
0 7 0 0 0

 (16)

Table 6: The transpose algorithm applied to the matrix (16)

Values 1 2 1 2 6 5 1 7
index 1 3 4 8 11 17 18 21
inverse
index

5 15 20 16 7 13 18 2

transpose
value

1 2 1 2 6 5 1 7

Table 7: The Sparse Matrix Format of the transpose matrix of the matrix (16)

value 1 2 1 2 6 5 1 7
index 5 15 20 16 7 13 18 2

Remark 2.2. The terminology inverse map or inverse index, has in fact an algebraic interpretation, which is revealed by the groupoid
pair (see [6, Definition 1.4, Example 1.11] for a precise definition of this mathematical object) structure given on the set Nn2 by
identifying it with the Cartesian product Nn × Nn via the bijection (7). More precisely, the set Nn × Nn can be given a structure of
groupoid (of pair) over Nn. Thus Nn ×Nn is the set of arrows of this groupoid and Nn is its set of objects. Concretely, any pair (i, j) can
be considered as an arrow with source s(i, j) = i and target t(i, j) = j, and for any pair of pairs (i, j), (i′, j′) ∈ Nn×Nn with t(i, j) = s(i′, j′)
we define the partial multiplication (opposite to the composition) (i, j)? (i′, j′) := (i, j′), whenever j = i′.

The identity arrow of a given object i ∈ Nn, is the pair (i, i). Lastly the inverse arrow of a given arrow (i, j) is the pair ( j, i).

Next we discuss the multiplication algorithm. In order to illustrate the steps of this algorithm, let us start, for instance, by the matrix
multiplication AB, where A and B are the matrices of equations (9) and (16), respectively.

The SMF format of both matrices is given in Table 8. So we can put the values of B in horizontal form and those of A in vertical
one, and the usual outcome local multiplications operation are summarised in Table 9.

As the extended algorithm is very large when put in the table form of 9, it can be reduced to Table 10 and the content being
unchanged. Furthermore, it is possible to write only the lines that have either the entry of matrix A or B non-zero like in Table 11 and
still organizing it in blocks.

And in a short of compact format, we can write the main information as in Table 11.
This compact format works as follows. In Table 11, the entries of the column labelled by index, A,B and block, are clear. Now, the

first row in the mid rectangle, corresponds to the multiplication of the value of location 1 (i.e., the entry 0 of index 1 in the matrix A)
by all the values (of the entries of B) allocated in block number 1 ‡; while the second row is the resulting pairwise multiplication of the
value 5 (of the matrix A) at location 2 by all the values (of matrix B) in locations situated in block number 2, and so on. In this way the
first rectangle has to contains four row which corresponds exactly to the number of locations with non zero entry shared by A and B in

‡That is, we execute the pairwise operations: 0× 0 = 0 and 0× 2 = 0 and the resulting values are allocated in the first and the third
positions of the first row, respectively. The rest of this row-entries are automatically fill out by zero values.
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Table 9: Matrix multiplication in vector format

Index 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 block

Value 0 1 0 2 1 0 0 0 2 0 0 6 0 0 0 0 0 5 1 0 0 7 0 0 0

0 0 0 0 0 0 0 0
1 0 0 0 0 0 0
2 5 0 30 0 0 0
3 0 0 0 0 0 0
4 1 0 7 0 0 0
5 0 0 0 0 0 0 1
6 4 0 0 0 8 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
9 0 0 0 0 0 0
10 1 0 1 0 2 1 2
11 0 0 0 0 0 0
12 0 0 0 0 0 0
13 0 0 0 0 0 0
14 0 0 0 0 0 0
15 0 0 0 0 0 0 3
16 0 0 0 0 0 0
17 0 0 0 0 0 0
18 9 0 0 45 9 0
19 0 0 0 0 0 0
20 0 0 0 0 0 0 4
21 0 0 0 0 0 0
22 0 0 0 0 0 0
23 8 0 0 40 8 0
24 0 0 0 0 0 0

Table 10: Matrix multiplication in vector format: reduced

Index A B block
0 0 0 0 0 0 0 0

0
1 0 0 0 0 0 0 1
2 5 0 30 0 0 0 0
3 0 0 0 0 0 0 2
4 1 0 7 0 0 0 1

0 37 0 0 0
5 0 0 0 0 0 0 0

1
6 4 0 0 0 8 0 0
7 0 0 0 0 0 0 0
8 0 0 0 0 0 0 2
9 0 0 0 0 0 0 0

0 0 0 8 0
10 1 0 1 0 2 1 0

2
11 0 0 0 0 0 0 6
12 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0

0 1 0 2 1
15 0 0 0 0 0 0 0

3
16 0 0 0 0 0 0 0
17 0 0 0 0 0 0 5
18 9 0 0 45 9 0 1
19 0 0 0 0 0 0 0

0 0 45 9 0
20 0 0 0 0 0 0 0

4
21 0 0 0 0 0 0 7
22 0 0 0 0 0 0 0
23 8 0 0 40 8 0 0
24 0 0 0 0 0 0 0

0 0 40 8 0
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Table 11: Compact matrix multiplication AB in vector format

Index A B block
1 0 0 0 0 0 0 1

02 5 0 30 0 0 0 0
3 0 0 0 0 0 0 2
4 1 0 7 0 0 0 1

00 137 20 30 40
6 4 0 0 0 8 0 0

18 0 0 0 0 0 0 2
50 60 70 88 90

10 1 0 1 0 2 1 0 211 0 0 0 0 0 0 6
100 111 120 132 141

17 0 0 0 0 0 0 5
318 9 0 0 45 9 0 1

150 160 1745 189 190
21 0 0 0 0 0 0 7

423 8 0 0 40 8 0 0
200 210 2240 238 240

block 0. The last row, in this first mid rectangle, is the result of the pairwise summations of the values of each column, and this will be,
of course, the first row in the matrix AB. The second mid rectangle leads to the second row of A and so on.

For more illustrative examples, the compact matrix multiplication algorithm has been applied to the following two matrices:
0 0 1 3
0 2 0 1
0 0 0 3
0 0 1 0



0 0 2 4
0 3 0 1
0 0 4 0
0 5 2 0

 =


0 15 10 0
0 11 2 2
0 15 6 0
0 0 4 0

 .
Then the outcome is given in Table 12.

Table 12: Compact matrix multiplication in vector format: n = 4

Index A B block
2 1 0 0 4 0 2

03 3 0 15 6 0 4
00 115 210 30

5 2 0 6 0 2 3

1
7 1 0 5 2 0 1

40 511 62 72
10 0 0 0 0 0 4

2
11 3 0 15 6 0 0

80 915 106 110
13 0 0 0 0 0 5

314 1 0 0 4 0 2
120 130 144 150

Remark 2.3. As one can realizes the compact format reduces hugely the number of pairwise multiplications in matrix multiplication
operation.

On the other hand, in relation with Remark 2.2, if we denote by N the groupoid of pair over Nn, then the path rig§

NN = ⊕0≤i, j≤n−1N·(i, j),

where N·(i, j) stands for the free commutative monoid generated by the element (i, j) (i.e., the arrow from i to j), coincides with the rig
of all square matrices Mn×n(N) with positives integers as entries. Of course, the same arguments holds true for matrices with entries in
integer numbers or even in the field of fractions.

§In general the notion of rig stands for a set with two compatible internal commutative binary operations (summation and multipli-
cation with distributive law), each of which leads to a monoid structure. A prototype example of this algebraic structure is the set of
positive integer N with the usual sum and multiplication.
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Lastly, it is noteworthy to mention that the above multiplication algorithm and the compact format, can be applied to the multipli-
cation operations of non square matrices. This is done by enlarging the size of the column and/or the row numbers (by putting the
value zero in the new entries), in order to inject the input matrices into two big square matrices, and then apply the block matrices
multiplication. This approach will not be contemplated here.

3 Implementation of operations with Sparse Matrix Format
In this Section, we give in terms of C++ codes the computer implementations of the arithmetic operations on square matrices in

their SMF format. Most of the illustrative example are matrices with entries in the rig of positive integer, however, the implementation
works as well for matrices with entries in the ring of integers numbers.

Let us start by the following simplest situation. Consider the matrix M as in (17) below, the SMF implementation looks like the
representation (18). Therein, the notation [p] is for pointer to another memory zone and, for instance, the pair (5,2) indicates the value
5 of the entry with index 2 (recall that we have n = 4 and the list of indices is {0,1,2, · · · ,15}). Each row is a dynamically adjustable
array of tuples:

M =


1 0 5 0
0 0 0 0
0 0 2 0
8 0 0 4

 (17)

(2, [p])→ [(1,0), (5,2)]
(0, [p])→ NULL
(1, [p])→ [(2,2)]
(2, [p])→ [(8,0), (4,3)]

(18)

For a more modular implementation there were defined classes used for storing data and operations on data:

Listing 1: Class definition of SMF in C++ code
c l a s s e n t r y {

p u b l i c : v a l u e _ t y p e v a l u e ; s i z e _ t y p e column ;
/ / . . .

} ;
c l a s s SMF {

p u b l i c : i n d e x _ t y p e m a t r i x _ s i z e ;
e n t r y ** rows ; s i z e _ t y p e * row_len ;
i n d e x _ t y p e nnz = 0 ;

/ / . . .
} ;

3.1 From Standard to Sparse Matrix Format
The function StandardtoSMF is used to transform the Standard format to SMF. It is a member function of the SMF class and it takes

as an argument a matrix as a pointer to pointer to value_type. In order to find the non-zero entries of the standard matrix it is necessary
to iterate through all the entries. Once a non-zero entry is found it is inserted in the SMF format along with the aggregated index. Here
is the implementation of such function:

Listing 2: Creation of a SMF from a standard square matrix in C++ code
void StandardtoSMF ( v a l u e _ t y p e ** S t a n d a r d ) {
/ / i t e r a t e t h r o u g h rows
f o r ( v a l u e _ t y p e i = 0 ; i < m a t r i x _ s i z e ; ++ i )
/ / i t e r a t e t h r o u g h columns
f o r ( v a l u e _ t y p e j = 0 ; j < m a t r i x _ s i z e ; ++ j )
/ / i n s e r t t o SMF v a l u e and
/ / a g g r e g a t e d i n d e x i f e n t r y i s non− z e r o
i f ( S t a n d a r d [ i ] [ j ] != 0)

t h i s −> i n s e r t ( S t a n d a r d [ i ] [ j ] ,
i * m a t r i x _ s i z e + j ) ;

}
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3.2 From Sparse Matrix Format to Standard
The function SMFtoStandard is used to make the translation between the two formats. As SMF is implemented to only store each

non-zero entry of the matrix and the composed index, for each SMF entry the column and row have to be determined. Once this
operations are done the entry is ready to take its position in the standard matrix. The C++ implementation is as follows:

Listing 3: Creation of a standard square matrix from SMF in C++ code
v a l u e _ t y p e ** SMFtoStandard ( ) {

v a l u e _ t y p e ** S tanda rd , v a l ;
i n d e x _ t y p e c o l ;
/ / a l l o c a t i n g dynamic a r r a y o f s i z e=m a t r i x _ s i z e
/ / o f p o i n t e r s t o e l e m e n t t y p e ( v a l u e _ t y p e )
/ / i n i t i a l i z i n g a l l t o 0
S t a n d a r d = new v a l u e _ t y p e * [ m a t r i x _ s i z e ] ( ) ;
/ / a l l o c a t e each row
f o r ( i n d e x _ t y p e i = 0 ; i < m a t r i x _ s i z e ; ++ i )

S t a n d a r d [ i ] = new v a l u e _ t y p e [ m a t r i x _ s i z e ] ;
/ / each i − t h p o i n t e r i s now p o i n t i n g
/ / t o dynamic a r r a y ( s i z e m a t r i x _ s i z e )
/ / o f a c t u a l v a l u e _ t y p e v a l u e s

/ / i t e r a t i n g t h r o u g h rows
f o r ( i n d e x _ t y p e i = 0 ; i < m a t r i x _ s i z e ; ++ i )
/ / i t e r a t i n g t h r o u g h e l e m e n t s
f o r ( i n d e x _ t y p e j = 0 ; j < row_len [ i ] ; ++ j ) {
/ / g e t c o l i n d e x and v a l u e o f e n t r y
c o l = rows [ i ] [ j ] . getC ( ) ;
v a l = rows [ i ] [ j ] . getV ( ) ;
/ / s t o r e t h e v a l u e a t t h e p r e c i s e i n d e x e s
S t a n d a r d [ i ] [ c o l ] = v a l ;

}

re turn S t a n d a r d ;
}

3.3 Operation with matrices in SMF format
In order to make the SMF a viable replacement for the standard matrix format, operations with it have to be defined. As stated before,

the second objective here is to implement a solution for the associated operations of SMF. Operations considered to be implemented
are: multiplication, transposing, summation and subtraction.

3.3.1 Sum of two SMF matrices
The summation algorithm described below is implemented as a member function in the SMF class. It uses two position pointers to

iterate through A’s row respectively B’s row called apos and bpos: (1) For each row of both matrices (first while loop); (2) Reinitialize
apos and bpos to 0 and get row length in len_rowA and len_rowB; (3) While the pointers did not reach the end of the row (second while
loop); (4) Get the 2nd element of tuple entry, the column index in col_A and col_B; (5) By comparing the column index it is decided if
entries must be inserted individually in the result or added and then inserted in the result; (6) The remaining elements from A’s or B’s
row are inserted (3rd and 4th while loops).

Listing 4: Sum of two matrices in C++ code
SMF add (SMF B) {

SMF r e z ( m a t r i x _ s i z e ) ;
i n d e x _ t y p e apos , bpos ; i n d e x _ t y p e i = 0 ;
/ / same row f o r bo th m a t r i c e s
whi le ( i < m a t r i x _ s i z e ) {

apos =0; bpos =0;
/ / g e t row A & B l e n
s i z e _ t y p e len_rowA = row_len [ i ] ;
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s i z e _ t y p e len_rowB = B . row_len [ i ] ;
whi le ( apos < len_rowA && bpos < len_rowB ) {
/ / g e t A ’ s c o l

s i z e _ t y p e A_col = rows [ i ] [ apos ] . getC ( ) ;
/ / g e t B ’ s c o l
s i z e _ t y p e B_col = B . rows [ i ] [ bpos ] . getC ( ) ;
i f ( B_col < A_col ) {
/ / i n s e r t B ’ s v a l & c a l c i n d e x
r e z . i n s e r t (B . rows [ i ] [ bpos ] . getV ( ) ,

i * m a t r i x _ s i z e + B_col ) ;
bpos ++;

} e l s e i f ( B_col > A_col ) {
/ / i n s e r t A ’ s v a l & c a l c i n d e x
r e z . i n s e r t ( rows [ i ] [ apos ] . getV ( ) ,

i * m a t r i x _ s i z e + A_col ) ;
apos ++;

} e l s e { / / e l s e : same c o l −> add them
r e z . i n s e r t ( rows [ i ] [ apos ] . getV ( )+

B . rows [ i ] [ bpos ] . getV ( ) ,
i * m a t r i x _ s i z e + A_col ) ;

apos ++; bpos ++;
}

}
/ / i n s e r t rama in ing e l from A
whi le ( apos < len_rowA ) {

r e z . i n s e r t ( rows [ i ] [ apos ] . getV ( ) ,
i * m a t r i x _ s i z e + rows [ i ] [ apos ] . getC ( ) ) ;

apos ++;
}
/ / i n s e r t rama in ing e l from B
whi le ( bpos < len_rowB ) {

r e z . i n s e r t (B . rows [ i ] [ bpos ] . getV ( ) ,
i * m a t r i x _ s i z e + B . rows [ i ] [ bpos ] . getC ( ) ) ;

bpos ++;
}
i ++;

}
re turn r e z ;

}

3.3.2 Subtraction of two SMF matrices
The subtraction algorithm described below is implemented as a member function in the SMF class. It is very similar with the

summation algorithm with the difference that if the column indexes are different then the inverse number 0-val is inserted in the result
and if there are equal subtraction of the two is done instead of summation. A description of the algorithm is as follows: (1) For each
row of both matrices; (2) Reinitialize apos and bpos to 0 and get row length in len_rowA and len_rowB; (3) While the pointers did not
reach the end of the row; (4) Get the 2nd element of tuple entry, the column index in col_A and col_B; (5) By comparing the column
index it is decided if the inverse number (0-val) must be inserted individually in the result or subtracted and then inserted in the result;
(6) The remaining elements from A’s or B’s row are inverted and inserted.

3.3.3 Transposing the SMF
The transposing algorithm is simply iterating through all rows, then through entries and inserting to the result matrix the calculated

aggregated index of the transpose: (1) For each row (the first for loop); (2) For each entry in the row (the 2nd for loop); (3) Get the
value and column index of the entry; (4) Insert to the result matrix the transposed aggregated index.

Listing 5: Matrix transposition C++ code
SMF t r a n s p o s e ( ) {

SMF r e z ( m a t r i x _ s i z e ) ;
v a l u e _ t y p e v a l ; i n d e x _ t y p e c o l ;
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/ / i t e r a t i n g t h r o u g h rows
f o r ( i n d e x _ t y p e i = 0 ; i < m a t r i x _ s i z e ; ++ i )
/ / i t e r a t i n g t h r o u g h e l e m e n t s
f o r ( i n d e x _ t y p e j = 0 ; j < row_len [ i ] ; ++ j ) {
/ / g e t c o l i n d e x and v a l u e o f e n t r y
c o l = rows [ i ] [ j ] . getC ( ) ;
v a l = rows [ i ] [ j ] . getV ( ) ;
/ / add t o r e z t h e new i n d e x f o r t h i s v a l u e
r e z . i n s e r t ( va l , c o l * m a t r i x _ s i z e + i ) ;

}
re turn r e z ;

}

3.3.4 Multiplication of two SMF matrices
The multiplication algorithm is one key operation when dealing with matrices. Considering two matrices A and B that can be

multiplied, a short description of the algorithm is as follows: (1) First transpose B for an easier iteration through columns, as SMF is
row-major order, we need B in column-major order; (2) Iterate through rows of A (first for loop); (3) For each row in A, iterate through
columns of B (second for loop); (4) Reinitialize the local pointer of A’s row and B’s column and the sum to 0; (5) While these pointers
are within the range of A’s row length respectively B’s column length; (6) Compare A’s column with B’s row and skip elements in A’s
row respectively B’s column until they are equal; (7) If A’s column is equal to B’s row do the multiplication and add to sum; (8) If sum
is different than 0 add it to result matrix with the aggregated index.

Listing 6: Matrix multiplication in C++ code
SMF m u l t i p l y (SMF B) {

SMF r e z ( m a t r i x _ s i z e ) ;
i n d e x _ t y p e col_A , row_B , apos , bpos ;
v a l u e _ t y p e sum ;
/ / i t e r a t i n g t h r o u g h rows o f A
f o r ( i n d e x _ t y p e i = 0 ; i < m a t r i x _ s i z e ; ++ i )
/ / i t e r a t i n g t h r o u g h c o l s o f B
f o r ( i n d e x _ t y p e j = 0 ; j < m a t r i x _ s i z e ; ++ j ) {
/ / l o c a l p o i n t e r s w i t h i n A ’ s row and B ’ s c o l
apos = 0 ; bpos = 0 ;
/ / sum o f m u l t i p l i c a t i o n
sum = 0 ;
/ / i t e r a t i n g t h r o u g h A rows & B c o l s .
whi le ( apos < row_len [ i ] &&

bpos < B . c o l _ l e n [ j ] ) {
/ / g e t c o l i n d e x o f A ’ s e n t r y
col_A = rows [ i ] [ apos ] . getC ( ) ;
/ / g e t row i n d e x o f B ’ s e n t r y
row_B = B . rows [ bpos ] [ j ] . getR ( ) ;
/ / i f A ’ s c o l i s s m a l l e r than B ’ s row
/ / s k i p e n t r y i n A
i f ( col_A < row_B ) {

apos ++;
} e l s e i f ( col_A > row_B ) {
/ / i f B ’ s row i s s m a l l e r than A ’ s c o l
/ / s k i p e n t r y i n B
bpos ++;

} e l s e {
/ / e l s e bo th row and c o l are e q u a l
/ / m u l t i p l y t h e e n t r i e s and add t o sum
sum += rows [ i ] [ apos ] . getV ( ) *

B . rows [ bpos ] [ j ] . getV ( ) ;
apos ++; bpos ++;

}
}
/ / i f t h e sum i s non− z e r o add t o r e z u l t
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i f ( sum != 0)
r e z . i n s e r t ( sum , i * m a t r i x _ s i z e + j ) ;

}
re turn r e z ;

}

4 Efficiency of the Sparse Matrix Format algorithms
This section discuss the memory efficiency in two cases: when storing the matrix on disk and when manipulating the data in

algorithms, as they are slightly different. In the second case a few more information are needed in order to easily access and manipulate
the data. Besides the use of memory point of view, we also analysed the computational efficiency of the Sparse Matrix Format.
Obviously, the validation of the Sparse Matrix Format is done by calculating the memory and computational efficiency with respect to
the classical format and algorithms.

4.1 The working sets

Test data that will be analysed has two collection sources: The University of Florida Sparse Matrix Set taken from [13] and
Anonymous MRI Brain Scan Images Database (University of Granada) taken from public health sources.

4.1.1 The University of Florida Sparse Matrix Collection

The SuitSparse Matrix Collection also known as The University of Florida Sparse Matrix Collection is a huge and continuously
growing database of sparse matrices that are encountered in real applications. This collection is intensively used by the numerical
linear algebra community for performance evaluation of sparse matrix algorithms. Following [13], the collection covers a large number
of domains, divided in two classes, these are: Matrices resulting from problems with a 2D or 3D geometrical representation (e.g.,
computer graphics/vision, robotics/kinematics, model reduction, etc.) and matrices without geometrical source interpretation (e.g.,
optimization, mathematics and statistics, economic and financial modeling, etc.).

From the SuitSparse Matrix Collection (see [13]) were chosen in a random manner 97 matrices. Size of this working set varies
between 5 to 5000 (see Figures 2 and 1). It is worth mentioning that in practice the size can reach even 200.000 in which case SMF has
even higher efficiency.

Figure 1: Intervals of sizes

The chart depicted in Figure 2 plots the matrix size against the sample number, an easy way to visualize the number of matrices in
each interval of size ranges.
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Figure 2: Matrix size range

From practical experiments the matrix density decreases as the matrix size increases. Figure 3 represents the size-density distribu-
tion. It can be easily notice how the left half of the chart with sizes smaller than 500 have a higher density in comparison with the right
half in which, with a few exceptions, the density values are between 0 and 3%. Figure 3 also displays a trend line approximation of
the data. It has been used a 3rd degree polynomial equation to approximate. For a chart with the matrices above the size of 500 with a
linear trend see Figure 4.

Figure 3: Matrix size-density distribution

Figure 4: Zoomed matrix size-density distribution
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(a) 1st image (b) 10th image (c) 20th image (d) 30th image

(e) 60th image (f) 70th image (g) 80th image (h) Last image (95th)

Figure 6: Sample images taken from a full MRI scan

4.1.2 Anonymous MRI Brain Scan Images Database

A second working set is Anonymous MRI (Magnetic Resonance Imaging) Brain Scan Images Database. But first it is needed to
ensure that the representation of these images is a sparse matrix. For instance the image in Figure 5 can be loaded as a pixel-value 2D
array. A gray-scale image has the pixel value represented on 8 bits: (1) for white the pixel has a value of 255 (all bits are 1); (2) for
shades of gray the pixel has a value within the interval [254,1]; (3) for black the value is 0.

Figure 5: Brain MRI Example

As it can easily be noticed how the image below has most of the pixels black, so it can be considered a sparse matrix of pixels. The
density of this image is among the higher that it can be in a MRI scan and it has a value of 25%. Therefore the compressed SMF brings
a memory improvement.

A full MRI brain scan contains between 90 and 170 images. The scan is done as sections from one extremity of the head to the
other, density of these images varies between 0% and 25% as it is illustrated in Figure 6. Below is showed every other 10th image of a
MRI scan containing 95 images.

The best approximation of such evolution is a 2nd degree parabola as showed in Figure 7. The turning point of this equation is the
image with the most information corresponding to the middle section of the head (Figure (6) between (e) and (f)).
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Figure 7: Sparsity of the MRI Brain Example

By plotting the sparsity-memory efficiency tuples it is observed in Figure 8 the linear growth of the memory efficiency proportional
to the sparsity.

Figure 8: Memory efficiency of the MRI Eexample

4.2 Storing sparse matrices on the file system

As the sparse matrices can sometimes reach enormous sizes a method to store these matrices on the file system is needed. As
described before, the SMF will be used, meaning that only the matrix size and the value-index tuples will be stored. The comparative
way to store the SFM format in shown in Table 13.

4.2.1 Case study: large square matrix from the SuitSparse Matrix Collection

In order to study the efficiency of SMF when storing a big square sparse matrix on the disk, a matrix A with order n = 20685 was
chosen from the SuitSparse Matrix Collection. It describes a Structural Problem system and it was published by Christian Damhaug
(Oslo, Norway) in 2004 [13]. This matrix contains only binary values and it has a perfect pattern and value symmetry (see Figure 9). It
has 2.454.957 non-zero values and a density of 0.5738% according to the following equation: density(M) = N

n2 ×100 = 2.454.957
20.6852 ×100 =

0.573763%.
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Table 13: Matrix in the standard format (left) and the Sparse Matrix Format (right)

n = 10 n = 10
1 0 0 1 0 0 1 0 0 1 1 0 1 3 1 6 1 9
1 0 0 1 0 0 1 0 0 1 1 10 1 13 1 16 1 19
1 1 1 1 0 0 1 0 0 1 1 20 1 21 1 22 1 23 1 26 1 29
0 1 1 1 0 0 1 0 0 1 1 31 1 32 1 33 1 36 1 39
0 0 1 1 0 0 1 0 0 1 1 42 1 43 1 46 1 49
0 0 0 1 1 1 1 0 0 1 1 53 1 54 1 55 1 56 1 59
0 0 0 0 1 1 1 0 0 1 1 64 1 65 1 66 1 69
0 0 0 0 0 1 1 1 1 1 1 75 1 76 1 77 1 78 1 79
0 0 0 0 0 0 0 1 1 1 1 87 1 88 1 89
0 0 0 0 0 0 0 0 1 1 1 98 1 99

Figure 9: Pattern of the matrix A

The plain text file containing the above matrix on disk in the standard format (Table 13 - left) takes 816MB while the plain text file
with the SMF style (Table 13 - right) of the same matrix occupies only 27,4MB.

The second format represents an important improvement, taking 96.64% less space on the disk when compared to the standard
storing format. The improvement has been determined according to the equation:

improvement = 100−
27.4× 100

816
= 96.64%. (19)

4.3 SMF data structure implementation memory efficiency

For the memory efficiency, we will use the two sources of sparse matrices described in the previous subsections.

4.3.1 Working set 1: The University of Florida Collection

From the representation of the SMF memory efficiency against density (Figure 10) can easily be noticed that the smaller density has
the higher memory efficiency.
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Figure 10: Memory efficiency against density

The total required memory for the new SMF data structure is calculated in several steps: (1) for each row a pointer to an array of
entries and the length of the row are stored; (2) for each non-zero value it is used an entry structure (value and index), add to the total
bytes number sizeof(entry)×N.

For the SuitSparse working set the disk occupancy efficiency improvement in terms of percentages calculated using (19) plotted
against the matrix size clearly shows, with a very few exceptions of small size matrices, that SMF is very efficient compared to the
standard format (Figure 11). Both Sparse Matrix Format and standard are storing data on the disk in plain text.

Figure 11: Memory improvement against matrix size

4.3.2 Working set 2: Anonymous MRI Brain Scan Images Database

In Figure (12) it is compared the disk space needed for the standard way of storing matrices in plain text with the new Sparse Matrix
Format. Figure (13) represents the difference between standard and SMF. The difference is negative, meaning for a few matrices with
a higher density the standard matrix arrangement is memory efficient. It can be easily observed how for the beginning and end image
sections of the human head MRI scan the SMF is more efficient when compared with the middle section images where the information
represents up to 25% of the image so less sparse.

For this full MRI scan example the total disk space taken by the 90 images in standard format is 8275KB compared with the SMF
which takes 6596KB, representing 79% of the original space on disk, so an improvement of 21%(1679KB) for each scan. Scaling this
percentage up to the whole database the disk savings are considerable.
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Figure 12: Memory on disk SMF and standard

Figure 13: The difference between standard and SMF in Bytes

4.4 Computational efficiency
Computational efficiency is proven by comparing the classical format multiplication algorithm with the SMF multiplication algo-

rithm detailed with examples in Subsection 2.2. A script written in Python was used to generate this simplified multiplication algorithm
and compared with the classical matrix multiplication algorithm:

Listing 7: Python script generator
def n e w _ m u l t _ g e n e r a t o r ( n ) :

program = ’ ’ ’C = [ 0 ] * (%d*%d ) ’ ’ ’ % ( n , n )
f o r i in range ( 0 , n*n ) :

b l o c k = i n t ( i / n )
program += ’ ’ ’

i f A[%d ] != 0: ’ ’ ’ % i
f o r k in range ( 0 , n ) :

b_ indx = i n t ( ( i * n + k ) % ( n*n ) )
program += ’ ’ ’

i f B[%d ] != 0:
C[%d ] += A[%d ] * B[%d ] ’ ’ ’ % ( b_indx ,

( ( b_ indx % n ) + ( b l o c k * ( n ) ) ) , i , b_ indx )
re turn program

In Figure (14) it is presented the time evolution of the classical multiplication algorithm versus the new scripting method. The
matrices used to make this comparison have a 20% density. With each matrix the operation was repeated 500 times in order to obtain a
more precise average time.
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Figure 14: The time needed for 500 multiplications with the scripting vs classical method

The chart depicted in Figure (15) represents the time difference in seconds for the operation on matrices raging from 30 to 90 in
size.

Figure 15: The time difference between average classical and scripting algorithm

The best approximation for such a trend is a 2nd degree equation. For this benchmark set of sparse matrices (sizes 30 to 90, 20%
density) the time difference of 500 multiplication of each matrix is 70 minutes. Therefore the script as it was generated in listing (7) is
proven to be more efficient for matrices with the presented constraints.
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1 Introduction

We devote this section to some conventions and a review of some standard background material. All
rings are commutative with unity, Γ will denote an abelian group written additively with an identity
element denoted by 0 and all the graded rings and modules are graded by Γ .

Let R be a ring. An R-moduleM is called a finitely presented R-module if there is a finite presentation
of M, that is, an exact sequence F1→ F0→M→ 0 of R-modules such that both F0 and F1 are finitely
generated free R-modules. Any finitely presented R-module is a finitely generated R-module; while
the converse holds for Noetherian rings R, it is false in general. A finitely generated R-module M is
said to be a coherent R-module if every finitely generated submodule of M is finitely presented; and
a ring R is said to be a coherent ring if R is coherent as an R-module. A finitely generated R-module
M is said to be a uniformly coherent R-module if there is a map φ : N→N such that for every n ∈N,
and any nonzero R-module homomorphism f : Rn → M, kerf can be generated by φ(n) elements;
and a ring R is said to be a uniformly coherent ring if R is uniformly coherent as an R-module. An
excellent summary of work done on coherence up to 1989 can be found in [15]. See for instance
[19, 5, 8, 13, 11, 12, 14, 16, 17, 20, 24, 25].

The concept of coherence has many generalizations, see for instance [9, 10, 27, 18, 21]; among
which we have the graded-coherence introduced by Cohen [9] for Z-graded rings and modules, and
then studied by Bakkari et al. [3] for Γ -graded ones. Let R be a graded ring. A finitely generated
graded R-moduleM is said to be a gr-coherent R-module if every finitely generated homogeneous sub-
module ofM is finitely presented; equivalently, if for every n ∈N, and any nonzero graded R-module
homomorphism f :

⊕n
i=1R(−λi)→M, where λ1,...,λn are degrees in Γ , kerf is finitely generated [3,

Propodition 2.3]. The graded ring R is said to be a gr-coherent ring if it is gr-coherent as a graded
R-module; equivalently, if (I : a) is finitely generated, for every finitely generated homogeneous ideal
I of R and for every homogeneous element a ∈ R; equivalently, if (0 : a) is finitely generated, for every
homogeneous element a ∈ R and the intersection of two finitely generated homogeneous ideals of R
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R uniformly coherent ring

R uniformly gr-coherent ring

R weakly uniformly gr-coherent ring R coherent ring

R gr-coherent ring

Figure 1: The relations between the (graded-) coherent like notions for a graded ring R.

is finitely generated [3, Theorem 3.3]. Examples of gr-coherent rings, see [3, Examples 3.4], include
graded-Noetherian rings[23], graded-valuation domains [1] and graded PrÃĳfer domains [2].

In [4], Bakkari et al. generalize the concept of uniform coherence to the context of Γ -graded rings
and modules, as follows. Let R be a graded ring. A finitely generated graded R-module M is said
to be a uniformly gr-coherent R-module if there is a map φ : N→ N such that for every n ∈ N, and
any nonzero graded R-module homomorphism f :

⊕n
i=1R(−λi)→M of degree 0, where λ1,...,λn are

degrees in Γ , kerf can be generated by φ(n) homogeneous elements; the map φ is called a uniformity
map of M. The graded ring R is said to be a uniformly gr-coherent ring if it is uniformly gr-coherent as
a graded R-module.

In this paper, we investigate a particular class of uniformly gr-coherent rings (and modules) that
we call weakly uniformly gr-coherent rings (and modules). Let R be a graded ring. A finitely
generated graded R-module M is said to be a weakly uniformly gr-coherent R-module if there is a
map φ : N → N such that for every n ∈ N, and any nonzero graded R-module homomorphism
f :

⊕n
i=1R(−λi) → M of degree 0, where λ1,...,λn are degrees in Γ , kerf can be generated by φ(n)

elements (not necessary homogeneous); the map φ is called a uniformity map of M. The graded ring
R is said to be a weakly uniformly gr-coherent ring if it is weakly uniformly gr-coherent as a graded R-
module. The diagram (Figure 1), of a graded ring R, summarizes the relations between the (graded-)
coherent like notions involved in this paper.

This article is organized as follows. In Section 2, we introduce the notion of weakly uniformly
gr-coherent modules. Among other things, we show that for an exact sequence of graded R-modules
0→ P →N →M→ 0, the following hold: (1) If P is finitely generated and N is weakly uniformly gr-
coherent, then M is weakly uniformly gr-coherent, (2) If M is uniformly gr-coherent and P is weakly
uniformly gr-coherent, thenN is weakly uniformly gr-coherent, and (3) IfM is finitely presented and
N is weakly uniformly gr-coherent, then P is weakly uniformly gr-coherent. We also show that, for a
multiplicatively closed set S of homogeneous elements of R: if M is a weakly uniformly gr-coherent
R-module, then S−1M is a weakly uniformly gr-coherent S−1R-module. In Section 3, we study weakly
uniformly gr-coherent rings. Among other things, several characterizations of weakly uniformly gr-
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coherent rings are given; for example, R is a weakly uniformly gr-coherent ring if and only if there
is a map ψ : N → N such that for every n ∈ N, and any homogeneous ideal I of R generated by
n homogeneous elements and any homogeneous element a ∈ R, (I : a) can be generated by ψ(n)
elements. We also show that the group ring A[X;Γ ], over a ring A, is weakly uniformly gr-coherent if
and only if it is uniformly gr-coherent if and only if A is uniformly coherent. We also show that, if R
is a weakly uniformly gr-coherent ring, then so is R/I for any finitely generated homogeneous ideal
I of R. We also show that, for a direct system of graded rings (Rλ)λ∈S such that R := lim−−→Rλ is a flat
Rλ-module for any λ: if the Rλ’s are weakly uniformly gr-coherent with the same uniformity map,
then so is R.

We pause to review some definitions and preliminary results on graded modules and rings, see for
instance
[7, II, §11, pp. 163–176]. Let Γ be a grading abelian group. By a graded ring R, we mean a ring graded
by Γ , that is, a direct sum of subgroups Rα of R such that RαRβ ⊆ Rα+β for every α,β ∈ Γ . An element
x ∈ R is called homogeneous if it belongs to one of the Rα, homogeneous of degree α if x ∈ Rα. The
element 0 is therefore homogeneous of all degrees; but if x , 0 is homogeneous, it belongs to only
one of the Rα; the index α such that x ∈ Rα is then called the degree of x and is sometimes denoted by
deg(x). Every y ∈ R may be written uniquely as a sum

∑
α yα of homogeneous elements with yα ∈ Rα;

yα is called the homogeneous component of degree α of y. Clearly, R0 is a subring of R (and in particular
1 ∈ R0).

By a graded R-module M =
⊕

α∈Γ Mα, we mean an R-module graded by Γ , that is, a direct sum of
subgroups Mα of M such that RαMβ ⊆ Mα+β for every α,β ∈ Γ . A graded R-module M is called a
graded-free R-module if there exists a basis (mι)ι∈I of M consisting of homogeneous elements. The Mα

are R0-modules. Clearly, if R is a graded ring, R is a graded R-module. We can form a new graded
R-module by twisting the grading on M as follows: if α0 ∈ Γ , define M(α0) (read “M twisted by α0"),
to be equal to M as an R-module, but with its grading defined by M(α0)α =Mα+α0

.
Let R be a graded ring and (Mι)ι∈I a family of graded R-modules, then

⊕
ι∈IMι is a graded R-

module, where
(⊕

ι∈I
Mι

)
α

=
⊕

ι∈I (Mι)α, for every α ∈ Γ . Clearly,
(⊕

ι∈IMι

)
(α0) =

⊕
ι∈IMι(α0).

Let R and R′ be two graded rings, a ring homomorphism h : R→ R′ is called graded if h(Rα) ⊆ R′α
for all α ∈ Γ . A graded ring isomorphism is a bijective graded ring homomorphism. Let M and M ′ be
two graded R-modules and let u : M → M ′ be an R-module homomorphism and δ ∈ Γ ; u is called
graded of degree δ if u(Mα) ⊆M ′α+δ for all α ∈ Γ . An R-module homomorphism u : M →M ′ is called
graded if there exists δ ∈ Γ such that u is graded of degree δ. Clearly, if u :M→M ′ is graded of degree
δ, then u :M(−δ)→M ′ and u :M→M ′(δ) are graded of degree 0. A graded R-module isomorphism is
a bijective graded R-module homomorphism of degree 0. If u , 0, the degree of u is then determined
uniquely. An exact sequence of graded R-modules is an exact sequence where the R-modules and the
R-module homomorphisms in question are graded.

A submodule N of M is homogeneous if N =
⊕

α∈Γ (N ∩Mα). It is well known that the following
are equivalent for a submodule N of M: (1) N is homogeneous; (2) the homogeneous components
of every element of N belong to N ; (3) N is generated by homogeneous elements. A homogeneous
submodule of R is called a homogeneous ideal of R. If N is a homogeneous submodule of a graded
R-module M, then M/N is a graded R-module, where (M/N )α := (Mα +N )/N . If I is a homogeneous
ideal of a graded ring R, then R/I is a graded ring, where (R/I)α := (Rα + I)/I .

Let R be a graded ring and M a graded R-module. If S is a multiplicatively closed set of ho-
mogeneous elements of R, then S−1R is a graded ring and S−1M is a graded S−1R-module, where
(S−1R)i = { rs | r ∈ Rj , s ∈ Rk and j − k = i} and (S−1M)i = {ms | m ∈Mj , s ∈ Rk and j − k = i}.

A direct system (Rλ,φµλ) of graded rings is a direct system of rings such that each Rλ is graded and
each φµλ is a homomorphism of graded rings. If (Rαλ)α∈Γ is the graduation of Rλ and if we write
R = lim−−→Rλ, Rα = lim−−→R

α
λ , then (Rα)α∈Γ is a graduation of R and R is a graded ring. If φλ : Rλ → R is
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the canonical mapping, φλ is a homomorphism of graded rings.

2 Weakly uniformly gr-coherent modules

In this section, we define weakly uniformly gr-coherent modules.

Definition 2.1. Let R be a graded ring. A finitely generated graded R-module M is called a weakly
uniformly gr-coherent R-module if there is a map φ : N → N such that for every n ∈ N, and any
nonzero graded R-module homomorphism f :

⊕n
i=1R(−λi) → M of degree 0, where λ1,...,λn are

degrees in Γ , kerf can be generated by φ(n) elements (not necessary homogeneous). The map φ is
called a uniformity map of M.

Another way to look at this definition is the following. For a ring R and an R-moduleM, let µR(M)
denote the minimal number of generators of M. A finitely generated graded R-module M is weakly
uniformly gr-coherent⇔ for every n ∈N, supf µR(kerf ) <∞, where f runs over the set of nonzero
graded R-module homomorphisms

⊕n
i=1R(−λi)→M of degree 0, with degrees λ1,...,λn in Γ .

Remark 2.2. Every finitely generated homogeneous submodule of a weakly uniformly gr-coherent
R-module is a weakly uniformly gr-coherent R-module.

Let R be a Γ -graded ring. By sup(R) = {α ∈ Γ ,Rα , 0} we denote the support of the graded ring R.
In case sup(R) is a finite set we will write sup(R) <∞ and then R is said to be a Γ -graded ring of finite
support [22]. We next collect some classes of weakly uniformly gr-coherent modules.

Proposition 2.3. Let R be a graded ring. Then:

1. Every uniformly coherent graded R-module is weakly uniformly gr-coherent.

2. (a) Every uniformly gr-coherent R-module is weakly uniformly gr-coherent.

(b) Assume that R is of finite support. Then any weakly uniformly gr-coherent R-module is uni-
formly gr-coherent.

3. Every weakly uniformly gr-coherent R-module is a gr-coherent R-module.

Proof. (1) and (2)(a) These are straightforward.
(2)(b) and (3) Cf. (the proof of) [4, Propositions 2.3(2) and 2.4] respectively.

We record the following Lemma.

Lemma 2.4 ([4, Lemma 2.6]). Let R be a graded ring, N a graded R-module and λ ∈ Γ . Then, N is
(weakly) uniformly gr-coherent if and only if N (λ) is (weakly) uniformly gr-coherent.

Theorem 2.5. Let R be a graded ring and let 0→ P
α−→ N

β
−→M → 0 be an exact sequence of graded

R-modules. Then:

1. If P is finitely generated and N is weakly uniformly gr-coherent, then M is weakly uniformly
gr-coherent.
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2. If M is uniformly gr-coherent and P is weakly uniformly gr-coherent, then N is weakly uni-
formly gr-coherent.

3. If M is finitely presented and N is weakly uniformly gr-coherent, then P is weakly uniformly
gr-coherent.

Proof. By Lemma 2.4, we may assume that 0 → P
α−→ N

β
−→ M → 0 is an exact sequence of degree

0 graded R-module homomorphisms. Indeed, by twisting, we have an exact sequence of degree 0

graded R-module homomorphisms 0→ P (−deg(α))
α−→N

β
−→M(deg(β))→ 0.

(1) Assume thatN is weakly uniformly gr-coherent with uniformity map φ and that P is generated
by s homogeneous elements. Then, by [7, II, p. 167, Remarque 3], we have a surjective degree 0
graded R-module homomorphism h :

⊕s
i=1R(−λi)→ P for some degrees λ1,...,λs in Γ . We show that

M is weakly uniformly gr-coherent with uniformity map ψ(n) := φ(n+s). SinceN is finitely generated
and β : N →M is surjective, M is finitely generated. Let n ∈N and f :

⊕n
i=1R(−λs+i)→M a graded

R-module homomorphism of degree 0, where λs+1,...,λs+n are degrees in Γ . Consider the following
commutative diagram with exact graded rows and columns:

0

��

0

��

0

��
0 // kerh u //� _

��

kerg v //
� _

��

kerf� _

��

// 0

0 //
⊕s

i=1R(−λi)
u //

h
��

⊕s+n
i=1R(−λi)

g
��

v //
⊕n

i=1R(−λs+i)

f

��

// 0

0 // P α //

��

β−1(M1)
β //

��

M1 := im(f ) //

��

0

0 0 0

Since P andM1 are generated respectively by s and n homogeneous elements, β−1(M1) is generated by
s+n homogeneous elements, and so we have the surjective degree 0 gradedR-module homomorphism
g :

⊕s+n
i=1R(−λi)→ β−1(M1). Hence kerg, and therefore kerf , can be generated by φ(n+ s) elements,

as desired.
(2) Assume that M is uniformly gr-coherent and P is weakly uniformly gr-coherent with unifor-

mity maps φ and ψ respectively. We show that N is weakly uniformly gr-coherent with uniformity
map χ(n) = ψ(φ(n)). Since P andM are finitely generated, so isN . Let n ∈N and g :

⊕n
i=1R(−λi)→N

a graded R-module homomorphism of degree 0, where λ1,...,λn are degrees in Γ . Consider the fol-
lowing commutative diagram with exact graded rows and columns:

0

��

0

��

0

��
kerh u //� _

��

kerg //
� _

��

0� _

��⊕φ(n)
i=1 R(−µi)

u //

h
��

⊕n
i=1R(−λi)

g

��

f // β(N1)

id
��

// 0

0 // α−1(N1) α // N1 := im(g)
β // β(N1) // 0
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N1, and so β(N1), are generated by n homogeneous elements of degrees λ1,...,λn. Then, we have
a surjective degree 0 graded R-module homomorphism f :

⊕n
i=1R(−λi) → β(N1) such that f =

β ◦ g. Therefore, kerf can be generated by φ(n) homogeneous elements of
⊕n

i=1R(−λi) of de-
grees µ1,..., µφ(n) in Γ . Hence, we obtain a surjective degree 0 graded R-module homomorphism

u :
⊕φ(n)

i=1 R(−µi) → kerf . Since f ◦ u = 0, g ◦ u
(⊕φ(n)

i=1 R(−µi)
)
⊆ N1 ∩ kerβ = N1 ∩ im(α). Thus,

we have a degree 0 graded R-module homomorphism h :
⊕φ(n)

i=1 R(−µi) → α−1(N1) that makes the
diagram commute. Therefore kerh, and so kerg, can be generated by ψ(φ(n)) elements, as desired.

(3) Assume that M is finitely presented and that N is weakly uniformly gr-coherent. We show that
P is weakly uniformly gr-coherent. AsN is finitely generated andM is finitely presented, P is finitely
generated. Now, the map α : P → α(P ) is a graded R-module isomorphism. By Remark 2.2, α(P ) and
so P , is weakly uniformly gr-coherent R-module, as desired.

Corollary 2.6. If f : M → N is a graded R-module homomorphism and M and N are weakly uniformly
gr-coherent, then so are ker(f ), im(f ) and coker(f ).

Proof. The sequences of graded R-modules:

0→ ker(f ) ↪→M
f
−→ im(f )→ 0

0→ im(f ) ↪→N � coker(f )→ 0

are exact. By Remark 2.2, im(f ) is weakly uniformly gr-coherent (as a finitely generated homo-
geneous submodule of N ). Then, by Theorem 2.5, ker(f ) and coker(f ) are weakly uniformly gr-
coherent, as desired.

We next clarify the situation for scalar restrictions.

Theorem 2.7. Let φ : R→ S be a graded ring homomorphism making S a finitely generated graded
R-module. Let M be a graded S-module. If M is weakly uniformly gr-coherent over R, then M is
weakly uniformly gr-coherent over S.

Proof. AsM is finitely generated overR,M is finitely generated over S. Let n ∈N and f :
⊕n

i=1S(−λi)→
M a graded S-module homomorphism of degree 0, where λ1,...,λn are degrees in Γ . If the graded
R-module S is generated by m homogeneous elements, then the graded R-module

⊕n
i=1S(−λi) is

generated by mn homogeneous elements. Therefore we have a surjective degree 0 graded R-module
homomorphism g :

⊕mn
i=1R(−βi)�

⊕n
i=1S(−λi) for some degrees β1,...,βmn in Γ . Consider the graded

R-module homomorphism f ◦ g :
⊕mn

i=1R(−βi)
g
−→

⊕n
i=1S(−λi)

f
−→M. If φ is a uniformity map of the

weakly uniformly gr-coherent R-module M, ker(f ◦ g) and so kerf = g(kerf ◦ g) can be generated
by φ(mn) over R. Hence kerf can be generated by φ(mn) over S. Thus M is a weakly uniformly
gr-coherent S-module, as desired.

We close this section with a result concerning localizations of weakly uniformly gr-coherent mod-
ules.

Proposition 2.8. Let S be a multiplicatively closed set of homogeneous elements of a graded ring R. If M
is a weakly uniformly gr-coherent R-module, then S−1M is a weakly uniformly gr-coherent S−1R-module.
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Proof. Since M is a finitely generated R-module, S−1M is a finitely generated S−1R-module. Let
n ∈N and f :

⊕n
i=1(S−1R)(−λi)→ S−1M a graded S−1R-module homomorphism, where λ1,...,λn are

degrees in Γ . Denote by (εi)
n
i=1 and (ei)

n
i=1 the canonical bases of Rn and (S−1R)n respectively. For

1 ≤ i ≤ n, f (ei) = xi
s for some homogeneous elements xi ∈ M and s ∈ S of respective degrees µi and

λ. Consider the (degree 0) graded R-module homomorphism g :
⊕n

i=1R(−µi)→M, g(εi) = xi . If φ is
a uniformity map of the weakly uniformly gr-coherent R-module M, then kerg can be generated by

φ(n) elements
((
ai1, ..., a

i
n

))φ(n)

i=1
. Therefore, kerf can be generated by the φ(n) elements

(
(a

i
1

1 , ...,
ain
1 )

)φ(n)

i=1
,

as desired.

3 Weakly uniformly gr-coherent rings

In this section, we study weakly uniformly gr-coherent rings.

Definition 3.1. A graded ring R is called a weakly uniformly gr-coherent ring if it is weakly uni-
formly gr-coherent as a graded R-module, that is, if there is a map φ : N→ N such that for every
n ∈N, and any nonzero graded R-module homomorphism f :

⊕n
i=1R(−λi)→ R of degree 0, where

λ1,...,λn are degrees in Γ , kerf can be generated by φ(n) elements (not necessary homogeneous). The
map φ is called a uniformity map of R.

We next characterize weakly uniformly gr-coherent rings.

Theorem 3.2. Let R be a graded ring. The following assertions are equivalent:

1. R is a weakly uniformly gr-coherent ring.

2. There is a map ψ : N → N such that for every n ∈ N, and any homogeneous ideal I of R
generated by n homogeneous elements and any homogeneous element a ∈ R, (I : a) can be
generated by ψ(n) elements.

3. (a) There is an integer s ∈ N such that for every homogeneous element a ∈ R, (0 : a) can be
generated by s elements, and

(b) There is a map χ : N2→N such that for every (n,m) ∈N2, and any homogeneous ideals I
and J of R generated respectively by n andm homogeneous elements, I∩J can be generated
by χ(n,m) elements.

4. (a) There is an integer s ∈ N such that for every homogeneous element a ∈ R, (0 : a) can be
generated by s elements, and

(b) There is a map χ : N→N such that for every n ∈N, and any homogeneous ideal I of R
generated by n homogeneous elements and any homogeneous element a ∈ R, I ∩aR can be
generated by χ(n) elements.

Before proving Theorem 3.2, we record the following two lemmas.

Lemma 3.3 ([4, Lemma 3.9]). Let R be a graded ring and u1, ...,un+1 some homogeneous elements of R
of degrees λ1, ...,λn+1 respectively. Set I = (u1, ...,un) and J = I + Run+1. Consider the following exact
sequences of graded R-modules:

0→ kerf ↪→
n+1⊕
i=1

R(−λi)
f
−→ J → 0,
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0→ kerg ↪→
n⊕
i=1

R(−λi)
g
−→ I → 0,

with f (ej ) = g(ej ) = uj , 1 ≤ j ≤ n and f (en+1) = un+1 where
(
ej
)n+1

j=1
is the canonical basis of Rn+1. Then

there exists a graded R-module homomorphism α : kerf → (I : un+1) such that the sequence of graded
R-modules 0→ kerg ↪→ kerf

α−→ (I : un+1)→ 0 is exact.

Lemma 3.4 ( [4, Lemma 3.10]). Let R be a graded ring and u1, ...,un+m some homogeneous elements of R
of degrees λ1, ...,λn+m respectively. Set I = (u1, ...,un) and J = (un+1, ...,un+m). Consider, as in Lemma 3.3,
the following exact sequences of graded R-modules:

0→ kerf ↪→
n⊕
i=1

R(−λi)
f
−→ I → 0,

0→ kerg ↪→
m⊕
i=1

R(−λn+i)
g
−→ J → 0,

0→ kerh ↪→
n+m⊕
i=1

R(−λi)
h−→ I + J → 0.

Then there exists a graded R-module homomorphism β : kerh → I ∩ J such that the sequence of graded

R-modules 0→ kerf ×kerg ↪→ kerh
β
−→ I ∩ J → 0 is exact.

Proof of Theorem 3.2. (1)⇒ (2) Let n ∈N, I a homogeneous ideal of R generated by n homogeneous

elements and a a homogeneous element of R. Let 0→ kerf →
⊕n+1

i=1 R(−λi)
f
−→ J := I +Ra→ 0 be the

exact sequence as in Lemma 3.3. Let φ be a uniformity map of the weakly uniformly gr-coherent ring
R. Then kerf , so (I : a), can be generated by φ(n+ 1) =: ψ(n) elements (by Lemma 3.3), as desired.

(2)⇒ (1) To show that R is a weakly uniformly gr-coherent ring, let n ∈N and f :
⊕n

i=1R(−λi)→ R
a graded R-module homomorphism of degree 0, where λ1, ...,λn ∈ Γ . We use induction on n to show
that kerf can be generated by φ(n) :=

∑
0≤i<nψ(i) elements where ψ is given by hypothesis (2). Set

J := im(f ) =
∑n
i=1Rui for some homogeneous elements u1, ...,un of R of degrees λ1, ...,λn respectively.

For n = 1, hypothesis (2) yields kerf = (0 : u1) can be generated by ψ(0) =: φ(1) elements. For

n > 1, J = I + Run, where I :=
∑n−1
i=1 Rui . Set 0 → kerf →

⊕n
i=1R(−λi)

f
−→ J → 0 and 0 → kerg →⊕n−1

i=1 R(−λi)
g
−→ I → 0 be the exact sequences as in Lemma 3.3. By induction hypothesis, kerg can

be generated by φ(n − 1) :=
∑

0≤i<n−1ψ(i) elements and by hypothesis (2), (I : un) can be generated
by ψ(n− 1) elements. Therefore, by Lemma 3.3, kerf can be generated by φ(n− 1) +ψ(n− 1) = φ(n)
elements, as desired.

(1)⇒ (3) Assume that R is a weakly uniformly gr-coherent ring with uniformity map φ. To show
(a), let a ∈ R be a homogeneous element of degree λ. Then f : R(−λ) → R, f (x) = ax is a degree
0 graded R-module homomorphism. Therefore kerf = (0 : a) can be generated by φ(1) elements,
as desired. To show (b), let (n,m) ∈ N2 and I, J be homogeneous ideals of R generated respectively
by n and m homogeneous elements. Consider, as in Lemma 3.4, the exact sequence 0 → kerh ↪→⊕n+m

i=1 R(−λi)
h−→ I + J → 0. Then kerh, so I ∩ J , can be generated by φ(n+m) =: χ(n,m) elements (by

Lemma 3.4), as desired.
(3)⇒ (4) This is straightforward.
(4)⇒ (1) To show that R is a weakly uniformly gr-coherent ring, let n ∈N and h :

⊕n
i=1R(−λi)→ R

be a graded R-module homomorphism of degree 0, where λ1, ...,λn ∈ Γ . We use induction on n to
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show that kerh can be generated by φ(n) := sn +
∑

1≤i<nχ(i) elements where s and χ are given by
hypothesis (4). Set J := im(h) =

∑n
i=1Rui for some homogeneous elements u1, ...,un of R of respective

degrees λ1, ...,λn. For n = 1, hypothesis (4)(a) yields kerh = (0 : u1) can be generated by φ(1) := s
elements. For n > 1, J = I +Run, where I :=

∑n−1
i=1 Rui . Consider, as in Lemma 3.4, the exact sequences

0 → kerf →
⊕n−1

i=1 R(−λi)
f
−→ I → 0, 0 → kerg = (0 : un) → R(−λn)

g
−→ Run → 0 and 0 → kerh ↪→⊕n

i=1R(−λi)
h−→ J = I + Run → 0. By induction hypothesis, kerf can be generated by φ(n − 1) :=

s(n−1)+
∑

1≤i<n−1χ(i) elements and by hypothesis (4), (0 : un) and I∩Run can be generated respectively
by s and χ(n−1) elements. Then, by Lemma 3.4, kerh can be generated by φ(n−1)+s+χ(n−1) = φ(n)
elements, as desired.

We next compare the concepts of “weak uniform gr-coherence” and “uniform gr-coherence” for
graded rings.

Proposition 3.5. Every uniformly gr-coherent ring is a weakly uniformly gr-coherent ring.

Proof. This is straightforward by Proposition 2.3 (2)(a).

Let R be a graded ring. Is there a map φ : N→N such that for every n ∈N, and any homogeneous
ideal I of R generated by n elements, I can be generated by φ(n) homogeneous elements?

E. Wofsey answered in the negative to the above question [26]. For instance, consider the Z-graded
ring R with Rn = Z/(n) for each n where all products of homogenenous elements of nonzero degree
are 0. Given any pairwise coprime integers n1, . . . ,nk , consider the element x which is 1 in degrees
n1, . . . ,nk and 0 in all other degrees. Then x generates a homogeneous ideal, since each homogeneous
part of x can be written as mx for some m ∈Z (choose m which is 1 mod ni and 0 mod nj for all j , i).
But clearly (x) cannot be generated by fewer than k homogeneous elements. So, there are principal
homogeneous ideals in R which require arbitrarily large numbers of homogeneous generators.

We have been unable to determine whether the absolute converse of Proposition 3.5 is true; how-
ever, some partial converses will be given, see Proposition 3.6 bellow and Proposition 3.10.

Proposition 3.6. Let R be a graded ring of finite support. If R is weakly uniformly gr-coherent, then R is
uniformly gr-coherent.

Proof. This is straightforward by Proposition 2.3 (2)(b).

We now present the relation between the notion of “weak uniform gr-coherence” and that of “uni-
form coherence”.

Proposition 3.7. LetR be a graded ring. IfR is uniformly coherent, then it is weakly uniformly gr-coherent.

Proof. This is straightforward by Proposition 2.3 (1).

Every ring R can be graded trivially by Γ , via R0 = R and Rα = 0 for α , 0. It is easy to see
that, for trivially graded rings, the concepts of “weak uniform graded-coherence”, “uniform graded-
coherence” and “uniform coherence” coincide.
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Let A be a ring and let {X1, ...,Xn} be indeterminates over A. For m = (m1, ...,mn) ∈ Zn, let Xm =
Xm1

1 ...Xmn
n . Then the Laurent polynomial ring R = A[X1,X

−1
1 , ...,Xn,X

−1
n ] is graded by Z

n, via Rm =
{aXm|a ∈ A} for every m ∈ Z

n. The converse of Proposition 3.7 fails; in fact, there exist (weakly)
uniformly gr-coherent rings which are not uniformly coherent, as shown by the following example.

Example 3.8 ([4, Example 3.4]). Let R = K[X1,X
−1
1 , ...,Xn,X

−1
n ] be the Laurent polynomial ring over a

field K with n > 2 indeterminates. Then R is a graded-field so is (weakly) uniformly gr-coherent; but
R is not uniformly coherent.

Recall from the Introduction that, a graded ring R is called a gr-coherent ring if every finitely
generated homogeneous ideal of R is finitely presented. As an immediate consequence of Proposi-
tion 2.3 (3), we compare the concepts of “weak uniform gr-coherence” and “gr-coherence”.

Proposition 3.9. Any weakly uniformly gr-coherent ring is a gr-coherent ring.

The converse of Proposition 3.9 fails: the easiest example is any trivially graded ring which is
coherent but not uniformly coherent; a nontrivially graded example is provided by Example 3.12.

We next determine when the group ring A[X;Γ ] over a ring A, is (weakly uniformly) gr-coherent.

Proposition 3.10. Let R = A[X;Γ ] be the group ring of Γ over a ring A graded by deg(aXα) = α for every
0 , a ∈ A and α ∈ Γ . Then:

1. The following statements are equivalent.

(a) R is a gr-coherent ring.

(b) A is a coherent ring.

2. The following statements are equivalent.

(a) R is a weakly uniformly gr-coherent ring.

(b) R is a uniformly gr-coherent ring.

(c) A is a uniformly coherent ring.

Lemma 3.11. Let R = A[X;Γ ] be the group ring of Γ over a ring A. Then:

1. The extension mapping E : I 7→ IR induces a bijection from the ideals of A to the homogeneous ideals
of R.

2. The following statements are equivalent for an ideal I of A.

(a) IR is generated by n elements of R.

(b) IR is generated by n homogeneous elements of R.

(c) I is generated by n elements of A.

Proof. (1) and (2) (b)⇔ (c) [4, Lemma 3.15].
(2) Let I be an ideal of A. The implication (b) ⇒ (a) is straightforward, so it remains to show

(a)⇒ (c). Assume that IR is generated by n elements. Denote by aug the augmentation map on R,
that is, the surjective ring homomorphism

∑n
i=1 aiX

αi 7→
∑n
i=1 ai of R onto A. Then I = aug(IR) is

generated by n elements, as desired.
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Proof of Proposition 3.10. (1) and (2) (b)⇔ (c) [4, Proposition 3.14].
(2) We show that (a) ⇔ (b). By Lemma 3.11, an ideal I of R is generated by n elements if and

only if it is generated by n homogeneous elements. Then, by Theorem 3.2, R is weakly uniformly
gr-coherent if and only if it is uniformly gr-coherent, as desired.

Armed with Proposition 3.10, we have now examples of gr-coherent rings which are not weakly
uniformly gr-coherent.

Example 3.12. If A is a coherent ring which is not uniformly coherent, then the group ring A[X;Γ ] is
gr-coherent but not weakly uniformly gr-coherent.

The following result concerns quotients of weakly uniformly gr-coherent rings.

Theorem 3.13. Let I be a finitely generated homogeneous ideal of a graded ring R. If R is a weakly
uniformly gr-coherent ring, then so is R/I .

Proof. Since 0→ I ↪→ R� R/I → 0 is an exact sequence of graded R-modules, R/I is a weakly uni-
formly gr-coherent R-module (by Theorem 2.5(1)). Therefore, R/I is a weakly uniformly gr-coherent
ring (by Theorem 2.7), as desired.

We next examine the product of weakly uniformly gr-coherent rings.

Proposition 3.14. Let R1 and R2 be graded rings. Then R1 ×R2 is a weakly uniformly gr-coherent ring if
and only if so are R1 and R2.

Proof. Assume that R1×R2 is a weakly uniformly gr-coherent ring. As R1×0 is a finitely generated ho-
mogeneous ideal of R1×R2, R2 �

R1×R2
R1×0 (graded ring isomorphism) is a weakly uniformly gr-coherent

ring (by Theorem 3.13).
Conversely, assume that R1 and R2 are weakly uniformly gr-coherent rings with uniformity maps

φ1 and φ2 respectively. We claim that R := R1 ×R2 is a weakly uniformly gr-coherent ring with uni-
formity map φ(n) = φ1(n) +φ2(n). Let n ∈N and f :

⊕n
i=1R(−λi)→ R a graded R-module homomor-

phism of degree 0, where λ1, ...,λn ∈ Γ . Then f = f1 × f2 where fj :
⊕n

i=1Rj(−λi)→ Rj is a graded Rj-
module homomorphism of degree 0, for j = 1,2. Therefore, the graded Rj-module kerfj can be gener-

ated by φj(n) elements
(
(r i1j , ..., r

in
j )

)φj (n)

i=1
, for j = 1,2. Hence the graded R-module kerf = kerf1×kerf2

can be generated by the φ1(n) +φ2(n) elements
(
((r i11 ,0), ..., (r in1 ,0))

)φ1(n)

i=1
∪

(
((0, r i12 ), ..., (0, r in2 ))

)φ2(n)

i=1
, as

claimed.

The next result clarifies the situation for direct limits of weakly uniformly gr-coherent rings (see
for instance [6, I, Exercice 12, e), p. 63]).

Theorem 3.15. Let (Rλ)λ∈S be a direct system of graded rings and R := lim−−→Rλ. Assume that R is a flat
Rλ-module for all λ ∈ S. If the Rλ’s are weakly uniformly gr-coherent rings with the same uniformity
map χ, then so is R.

Proof. Let n ∈ N and f :
⊕n

i=1R(−δi) → R a graded R-module homomorphism of degree 0, where
δ1, ...,δn ∈ Γ . There exist λ ∈ S and homogeneous elements x1

λ, ...,x
n
λ ∈ Rλ of respective degrees

δ1, ...,δn such that f (ei) = φλ(xiλ) for all i = 1, ..,n, where (ei)
n
i=1 is the canonical basis of Rn and

φλ : Rλ→ R is the canonical mapping. Consider the degree 0 graded Rλ-module homomorphism g :⊕n
i=1Rλ(−δi)→ Rλ, g(εi) = xiλ for all i = 1, ..,n, where (εi)

n
i=1 is the canonical basis of Rnλ. Then ker(g)
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can be generated by χ(n) elements
(
(bk,1λ , ...,bk,nλ )

)χ(n)

k=1
of

⊕n
i=1Rλ(−δi). Therefore (φλ(bk,1λ ), ...,φλ(bk,nλ )) ∈

ker(f ) for all k = 1, ..,χ(n). We claim that, ker(f ) can be generated by the χ(n) elements
(
(φλ(bk,1λ ), ...,φλ(bk,nλ ))

)χ(n)

k=1
of

⊕n
i=1R(−δi) . Let (x1, ...,xn) ∈ ker(f ). Then

∑n
i=1 x

iφλ(xiλ) = 0. As R is a flat Rλ-module, there exist

a positive integer m ∈N, a family (yj )mj=1 of elements of R and a family (ajiλ )1≤i≤n,1≤j≤m of elements of
Rλ such that 

∑n
i=1 a

ji
λ x

i
λ = 0, ∀j = 1, ...,m,

xi =
∑m
j=1 y

jφλ(ajiλ ), ∀i = 1, ...,n.

Hence for every j = 1, ...,m, (aj,1λ , ..., a
j,n
λ ) ∈ ker(g) so that (aj,1λ , ..., a

j,n
λ ) =

∑χ(n)
k=1 c

j,k
λ (bk,1λ , ...,bk,nλ ) for some

(cj,kλ )χ(n)
k=1 of elements of Rλ. Now,(

x1, ...,xn
)

=
(∑m

j=1 y
jφλ(aj1λ ), ...,

∑m
j=1 y

jφλ(ajnλ )
)

=
∑m
j=1 y

j
(
φλ(aj1λ ), ...,φλ(ajnλ )

)
=

∑m
j=1 y

j∑χ(n)
k=1 φλ(cj,kλ )

(
φλ(bk,1λ ), ...,φλ(bk,nλ )

)
=

∑χ(n)
k=1

(∑m
j=1 y

jφλ(cj,kλ )
)(
φλ(bk,1λ ), ...,φλ(bk,nλ )

)
,

as claimed.

Let {X1, ...,Xd} be indeterminates over a ring R. Form = (m1, ...,md) ∈Nd , let Xm = Xm1
1 ...Xmd

d . Then

the polynomial ring S = R[X1, ...,Xd] is graded by Z, via Sn =
{∑

m∈Nd amX
m
∣∣∣∣∣am ∈ R and

∑d
i=1mi = n

}
for n ≥ 0 and Sn = 0 for n < 0.

Corollary 3.16. Let R be a ring and let {X1,X2, ...} be indeterminates over R. If the polynomial rings
R[X1, ...,Xd], d a positive integer, are weakly uniformly gr-coherent with the same uniformity map, then so
is the polynomial ring R[X1,X2, ...].

We close by a result about localisations of weakly uniformly gr-coherent rings.

Proposition 3.17. Let S be a multiplicatively closed set of homogeneous elements of a graded ring R. If R
is a weakly uniformly gr-coherent ring, then so is S−1R.

Proof. This is straightforward by Proposition 2.8.
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